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PUBLICATIONS

This dissertation demonstrates that significant classes of phonotactic patterns—patterns found over contiguous sounds, patterns found over non-contiguous segments (i.e. long distance agreement), and stress patterns—belong to small subsets of logically possible patterns whose defining properties naturally provide inductive principles learners can use to generalize correctly from limited experience.

This result is obtained by studying the hypothesis spaces different formulations of locality in phonology naturally define in the realm of regular languages, that is, those patterns describable with finite state machines. Locality expressed as contiguity (adjacency) restrictions provides the basis for $n$-gram-based patterns which describe phonotactic patterns over contiguous segments. Locality expressed as precedence—where distance between segments is not measured at all—defines a hypothesis space for long distance agreement patterns. Finally, both of these formulations of locality are shown to be subsumed by a more general formulation—that each relevant phonological environment is defined ‘locally’ and is unique—which I call neighborhood-distinctness.

In addition to patterns over contiguous and non-contiguous segments, it is shown
that all stress patterns described in recent comprehensive typologies are, for small neighborhoods, neighborhood-distinct. In fact, it is shown that 414 out of the 422 languages in the typologies have stress patterns which are neighborhood-distinct for even smaller neighborhoods called ‘1-1’. Furthermore, it is shown that significant classes of logically possible unattested patterns do not. Thus, 1-1 neighborhood-distinctness is hypothesized to be a universal property of phonotactic patterns, a hypothesis confirmed for all but a few stress patterns which merit further study.

It is shown that there are learners which provably learn these hypothesis spaces in the sense of Gold (1967) and which exemplify two general classes of learners: string extension and state merging. Thus the results obtained here provide techniques which allow other hypothesis spaces possibly relevant to phonology, or other cognitive domains, to be explored. Also, the hypothesis spaces and learning procedures developed here provide a basis which can be enriched with additional, substantive phonological structure. Finally, this basis is readily transferable into a variety of statistical learning procedures.
CHAPTER 1

Introduction

Many of the things you can count, don’t count. Many of the things you
can’t count, really count. Albert Einstein

1 Thesis

The central thesis of this dissertation is that properties of natural language are
directly related to properties of the learner and vice versa. In other words, the
learning mechanism itself constrains the available hypothesis space in a nontrivial
way. Because on one reading, this hypothesis is logically necessary, it is possible
to misread this hypothesis as trivial. However, once we get beyond the logical
necessity of a restricted hypothesis space, the strength of the thesis becomes clear:

(1) Properties of the learning mechanism explain patterns found in natural lan-
guage.

The learner, and the class of patterns to be learned are in an intimate, not accidental
or superficial, relationship.

It is easy to underestimate the significance of this thesis, as it is often taken
for granted that this must be the case. However, as explained in §2 below, the
theories in which natural language grammar learning has been most studied—in
particular, the Principles and Parameters (Chomsky 1981) and Optimality Theory
(Prince and Smolensky 1993, 2004) frameworks—do not adopt this view. There, the proposed learning mechanisms (see below) operate over an additional layer of structure disconnected from any inherent properties of the hypothesis space. Thus, such learners are not tightly correlated to the the target class of patterns.

It follows from (1) that different classes of patterns are expected to have different learners. Learners of phonological patterns should not be the same as learners of syntactic patterns insofar as the two classes of patterns are not the same. Under this perspective, the human language learner is some combination of individual learners for specific domains (or even subdomains), e.g. phonetic categorization, word segmentation, phonology, morphology, syntax, and so on.

This dissertation explores the hypothesis in (1) in the domain of phonotactic patterns, which are the rules and constraints that determine which sequences of sounds are well-formed in a language. (Phonotactic patterns are explained in more detail in Chapter 2). In particular, this dissertation demonstrates that significant classes of phonotactic patterns—patterns found over contiguous sounds, and patterns found over non-contiguous segments (i.e. long distance agreement)—belong to small subsets of logically possible patterns whose defining properties naturally provide inductive principles learners can use to generalize correctly from limited experience. Strikingly, the defining properties of these hypothesis spaces directly relate to the notion of locality in phonology.

1.1 Locality and Learning

Locality has long been noted as key feature of phonological grammars. For example, McCarthy and Prince (1986:1) write “Consider first the role of counting in grammar. How long may a count run? General considerations of locality, …suggest that the answer is probably ‘up to two’: a rule may fix on one specified element and examine
a structurally adjacent element and no other.” Similarly Kenstowicz (1994:597) call this “...the well-established generalization that linguistic rules do not count beyond two ...” Also, in their Essay on Stress, (Halle and Vergnaud 1987:ix) also comment on the special role played by locality: “...it was felt that phonological processes are essentially local and that all cases of nonlocality should derive from universal properties of rule application.” This is just a small sample of the research that has paid close attention to locality in phonology. In this dissertation, I thus ask: What contribution can this “well-established generalization” that “rules do not count beyond two” make to learning phonotactic patterns?

This dissertation answers this question by studying different formulations of locality in phonology. Locality expressed as contiguity (adjacency) restrictions provides the basis for \(n\)-gram-based patterns which describe patterns over contiguous segments. Locality expressed as precedence—where distance between segments is not measured at all—describe long distance agreement patterns. Finally, both of these formulations of locality are shown to belong to a more general formulation of locality—that each relevant phonological environment is ‘local’ and unique—which I call \textit{neighborhood-distinctness} (to be defined in Chapter 5). It is shown that these properties naturally provide inductive principles learners can use to generalize in the right way from limited experience. It is also shown how a learner who generalizes using neighborhood-distinctness is in a sense \textit{unable to count past two}, and can learn the kinds of phonotactic patterns found in the world’s languages. In other words, it is shown that significant classes of attested patterns are neighborhood-distinct and significant classes of unattested patterns are not. Thus, neighborhood-distinctness is hypothesized to be a \textit{universal} property of phonotactic patterns.

Although the phonotactic patterns investigated here are all neighborhood-distinct, this property itself is not necessarily sufficient for learning each class of phonotactic patterns. The additional properties of contiguity and precedence, discussed in
chapter 3 and 4, provide additional inductive principles (which again limit the role of counting), which make learning these other classes of phonotactic patterns easier. Again, this follows from the thesis in (1), which expects different classes of patterns to have different kinds of learners.

1.2 Factoring the Learning Problem

Though this work focuses exclusively on the contribution particular notions of locality make to learning, there can be little doubt that many factors play a role in language acquisition by human children. Physiological, sociolinguistic, articulatory, perceptual, phonological, syntactic, and semantic factors are just a few of the ones which influence a child’s acquisition of a grammar (including her phonotactic grammar). Given the complexity of human language and the complexity of a human child, it is likely that these factors, along with others, interact in complex ways. The methodological principle employed here is that the learning problem in linguistics is best approached by factoring—that is, by isolating particular inductive principles and studying how they allow language learners to generalize from their experience to particular language patterns in the right way (if at all).

In phonotactic learning, the role of substantive universals is certainly of particular interest. Although not uncontroversial, the hypothesis that the basic unit of a phonological grammar is the phonological feature, and not the segment, is widely accepted and may be considered a ‘substantive’ universal, though this notion has never been made quite clear (Jakobson et al. 1952). Thus it may come as a surprise to see the hypothesis spaces described in later chapters make little reference to phonological features. This is not because I reject phonological features or because I think they have no place in phonotactic learning. This is because the hypothesis spaces defined in later chapters follow from proposed formal universals of phonotactic patterns and are consequently best understood without the additional structure
introduced by a feature system. Consequently, the symbols constituting the patterns under review are typically assigned an interpretation as a segment only in order to be concrete; in fact, those symbols can represent anything such as (under-specified) feature bundles, or some other rich phonological abstract entity. Despite recent rhetoric to the contrary (Hale and Reiss 2000, Port and Leary 2005), formal and substantive universals are not in conflict; they are in fact compatible.\textsuperscript{1} (For further discussion of formal and substantive universals, see Chomsky (1965:9).\textsuperscript{2})

In sum, this dissertation only makes clear the contribution of certain individual inductive principles relevant to locality. To do so, it abstracts away from other factors, which may concern those who find such factors relevant or important. Any time such abstractions are made, the picture of learning may be simplified and made less realistic. There is always the danger that if too many such abstractions are made, the resulting problem is trivial and uninteresting. However, as explained in Chapter 2, the abstractions made within these pages do not lead us to a trivialization of the learning problem. It is my belief that the more realistic, complicated picture of language learning will not be solved until we obtain a clear understanding of how learning can occur in simpler, nontrivial scenarios.

2 Other Approaches to Phonotactic Learning

There are at least two ways one can tell to what extent a learning algorithm is independent of the class of patterns it is trying to learn. The first is to see whether the same learning algorithm can be used in an entirely different domain. Recall that if the thesis in (1) is correct, we expect different patterns to have different learners. Thus if the same learning algorithm succeeds in two very different hypothesis spaces,

\textsuperscript{1}What Port and Leary (2005) call ‘symboloids’ can be taken as proxies for symbols, for example.

\textsuperscript{2}See also Mielke (2004), Lin (2005), Lin and Mielke (2007) for studies of how phonological features and segments might be learned from the acoustic signal.
then the learning algorithm itself tells us little about the nature of either hypothesis space.

The second way is to imagine a martian endowed with complete knowledge of the learning mechanism used by human children in some linguistic domain, such as phonotactic patterns. The extent to which the martian can determine, on the basis of this knowledge, the kinds of phonotactic patterns that exist tells us to what extent the learning mechanism is divorced from the hypothesis space. If the martian is unable to deduce anything about the range of possible patterns from its knowledge of the learning algorithm, then the learning algorithm is completely independent of the range of possible patterns. On the other hand, if the martian now knows something about the range of possible patterns, then the learning algorithm shapes the hypothesis space to some extent. The thesis in (1) follows from my belief that a martian who knew how phonotactic patterns are learned would in fact be able to deduce a great deal (if not everything) about the character of possible phonotactic patterns.

Based on these two diagnostics, earlier research on learning phonotactic grammars does not advance the thesis in (1). In the Principles and Parameters framework (Chomsky 1981), the properties of the proposed learners are not tightly correlated with properties of the patterns to be learned. Likewise, learners in the Optimality Theoretic framework (Prince and Smolensky 1993, 2004) operate completely independently of the content of the constraints, which determine the possible patterns. Connectionist learning models do not reveal which of their architectural properties allow which natural language patterns to be learned. To date, statistical learning models, such Bayesian models or maximum entropy models, focus primarily on searching a given hypothesis space as opposed to molding the shape itself. These points are elaborated on below.
2.1 Learning with Principles and Parameters

The Principles and Parameters framework (Chomsky 1981) (henceforth P&P) maintains that there exists a set of a priori parameters whose values determine possible human grammars. The learner’s task is to set the correct values for the parameters of the grammar of the language being acquired. One influential learning algorithm in this framework is the Triggering Learning Algorithm (TLA) (Gibson and Wexler 1994), which sets parameter values according to ‘triggers’ that the learner observes in the linguistic environment. Others comment on different aspects of this model (Niyogi and Berwick 1996, Frank and Kapur 1996) (see also Niyogi (2006)), but Dresher (1999) comments on what I consider the least compelling property of Triggering Learning Algorithm:

...at the most general level...the learning algorithm is independent of the content of the grammar...for example,...it makes no difference to the TLA what the content of a parameter is: the same chart serves for syntactic word order parameters as for parameters of metrical theory, or even for nonlinguistic parameters.

In other words, the triggers—which can be individual words, or sentences, or some information gleaned from them such as word order—can be related to any arbitrary parameter. The learning algorithm essentially consists of statements like “On observing Trigger A, set Parameter B to true.” There need not be any relation at all between the trigger A, the parameter B, and the significance of B being set to the value true. Thus the TLA is an appropriate learning algorithm for any parameterized domain, linguistic or otherwise.

Dresher (1999) draws a distinction between the TLA and the ordered cue learning model of Dresher and Kaye (1990), which uses cues in the observed linguistic
environment to set parameters instead of triggers. Dresher (1999:28) explains that, unlike triggers in the TLA model, “Cues must be appropriate to their parameters in the sense that the cue must reflect a fundamental property of the parameter, rather than being fortuitously related to it.” The learner comes equipped with a priori cues whose content relates nontrivially to the content of the parameters. Thus in principle, the ordered cue based learner for syntactic patterns is different from the ordered cue based learner for phonological one because the content of the cues is different.

This is a step in the right direction, but neither Dresher and Kaye (1990) nor Dresher (1999) offer a precise explanation of what a “fundamental property” of a parameter would look like, or what properties of an associated cue make it appropriate. Thus it is not exactly clear how different the ordered cue based learner is from the TLA in this respect (see Gillis et al. (1995) for some discussion).

2.2 Learning with Optimality Theory


OT learners, essentially characterized by Recursive Constraint Demotion (RCD) (Tesar and Smolensky 2000), take advantage of the structure afforded by OT gram-
mars over some hypothesis space, but no advantage of the inherent nature of the hypothesis space itself. Indeed, Tesar and Smolensky (2000:7-8) write that

OT is a theory of UG that provides sufficient structure at the level of the grammatical framework itself to allow general but grammatically informed learning algorithms to be defined... Yet the structure that makes these algorithms possible is not the structure of a theory of stress, nor a theory of phonology: it is the structure defining any OT grammar...

Thus, OT learners apply to any domain equally provided that domain can be described with a finite number of rankable constraints and the notion of strict domination. It follows that the content of universal constraint set is divorced entirely from the learning process. This is why Dresher (1999) directs his comments (quoted above) not only to the TLA, but also to the learning algorithms proposed in an OT setting.

Another way to understand this is to recognize that most descriptions of RCD make no reference to specific constraints, preferring instead to use constraints $C_1, C_2$ and so on which refer to any possible constraint (see, for example, Kager (1999)). Understanding the crucial aspects of RCD requires no knowledge of the content of the constraints. This is often taken as an advantageous aspect of the theory. RCD and its variants apply to learning syntactic grammars in the same way they apply to learning phonological grammars. There is no difference between how such grammars can be learned despite the fact that no one thinks the same kind of patterns are found in the syntactic domain as in the phonological domain. Consequently, the martian who knows the RCD algorithm cannot determine anything about the class of patterns to be learned. This is because the range of possible grammars is determined completely by the content of the constraints, which themselves are completely independent of the proposed learning algorithms.
Variants of RCD such as such as Biased Constraint Demotion, the Gradual Learning Algorithm (Boersma 1997, 1998, Boersma and Hayes 2001), and the Luce Choice Ranker (Wilson 2006b) and others (Pater and Tessier 2003, Pater 2004, Alderete et al. 2005, Merchant and Tesar 2006, Tessier 2006, Riggle 2006) offer proposals which modify aspects of RCD (or OT), but none of them address the concerns stated here. To do so would require either learners which make reference to the content of the constraints (so the same learner would not succeed with a different universal constraint set) or learners that at least discover certain kinds of constraints (see, for example, Ellison (1992, 1994b), Goldsmith (2006), and Hayes and Wilson (to appear)).

2.3 Learning with Connectionist Models

Connectionist models differ significantly from the symbolic approaches above. The connectionist model is a network of nodes and weighted connections, whose architecture determines the properties of the system. Connectionist models have been successful in modeling various aspects of phonology (Rumelhart and McClelland 1986, Goldsmith and Larson 1990, Gupta and Touretzky 1994, Shillcock et al. 1993, Christiansen et al. 1998) (see Elman (2003) for learning in other natural language domains).

Although the architecture does place limits on the kinds of pattern that can be learned (and ultimately circumscribe some hypothesis space), it is not known what this space looks like, or how it depends on the architecture. For example, altering the architecture of the network by adding or removing nodes or connections, may change results in a given learning setup. It is not clear how or why the results change in these cases. New techniques may render these models analytically accessible, but until then, it is not known how the architecture contributes to the shape of the hypothesis space.
2.4 Learning with Statistical Models

The general heading of learning with statistical models encompasses many different approaches: approaches based on OT, (Boersma 1997, Boersma and Hayes 2001), minimum distance length (Ellison 1994b), Bayes law (Tenenbaum 1999, Goldwater 2006), maximum entropy (Goldwater and Johnson 2003, Hayes and Wilson to appear) and approaches inspired by Darwinian-like processes (Clark 1992, Yang 2000). Advantages of models of these types is that they are robust in the presence of noise and are capable of handling variation.

Many of these models, including all of the ones cited above, are structured probabilistic models; i.e. they combine a hypothesis space informed by proposed linguistic structures with probabilities associated with those structures (see also Gildea and Jurafsky (1996), Albright and Hayes (2003b)). For example, Hayes and Wilson (to appear) use a maximum entropy method to discover constraints over a hypothesis space that is determined by trigrams, phonological features, projections, and metrical grids.

The learning models in these frameworks, however, are independent of the hypothesis space. This is not controversial. For example, Goldwater (2006:19) explains that “the focus of the Bayesian approach to cognitive modeling is on the probabilistic model itself, rather than on the specifics of the inference procedure.” Yang (2000:22) describes one of the “virtues” of his approach this way: “UG provides the hypothesis space and statistical learning provides the mechanism.” In other words, if UG provided some other hypothesis space, there would be no need to alter the statistical learning mechanism. This dissertation is primarily concerned with the shape of the hypothesis space as a consequence of the inference procedure, as opposed to a search within some given space. My opinion is not that probabilistic models are uninteresting or unimportant, but rather they have different goals
such as handling input corrupted by noise or learning real-valued grammatical objects. It is my hope that the insights gained from the kinds of probabilistic models mentioned here will be integrated, in future research, with the kinds of inference procedures (and subsequent hypothesis spaces) that I present here.

2.5 Local Summary

The thesis in (1) states that properties of the learning algorithm explain properties of the hypothesis space. This is not a logical necessity, and perhaps it is false. It is perfectly possible that in human children the inherent properties of the hypothesis space and language-learning procedures are separate. This is the case for learners proposed in the P&P and OT frameworks, which divorce the inherent properties of the hypothesis space from the learner. In these frameworks, learning occurs because of a layer of structure provided by the framework (binary parameters or strictly ranked violable constraints) that exists independently of the inherent properties of the hypothesis space. Connectionist models, despite an array of results, are for the most part analytically unaccessible. Statistical approaches do not seek to mold a particular hypothesis space, so much as they aim to find an effective way of searching within it. Thus, earlier research fails to advance the hypothesis in (1).

3 Overview

In this chapter, I put forward a hypothesis that puts the learning process front and center in generative linguistics by claiming an intimate connection exists between the classes being learned and the learner. I argued that this approach has not been pursued in the dominant frameworks in generative linguistics today. I explore this hypothesis in subsequent chapters by proposing formal universals of phono-tactic patterns over contiguous segments, patterns over non-contiguous segments,
and stress patterns. There I show that these universals naturally define hypothesis spaces whose inherent structure naturally present inductive principles learners can use to generalize correctly from limited experience. Although these hypothesis spaces are independent of substantive universals which surely play a role in phonotactic learning, they are not incompatible with them, and I support research which seeks to develop formal, substantive, learning-based theories of phonology. Finally, although these hypothesis spaces and learners are discrete, this is also not a relevant feature of these spaces—they can be made gradient and are compatible with a variety of statistical learning techniques.

Chapter 2 formulates precisely the learning problem that the remaining chapters tackle. It introduces what is meant by phonotactic patterns in natural language, and review the kinds of phonotactic patterns discussed in the other chapters of the dissertation. It then explains the advantages of representing phonotactic patterns as regular sets (i.e. describable by finite-state acceptors) when addressing the learning problem. Finally, it provides a learning framework in which the proposed learners of later chapters can be studied, and describes a strategy for identifying these various learners.

Chapter 3 reviews a popular method for learning patterns over contiguous segments ($n$-gram models (Manning and Schütze 1999, Jurafsky and Martin 2000)). It shows how a categorical version of these $n$-gram models makes clear the hypothesis space upon which such models are based, and the relevant inductive principle used in learning patterns in this space. Furthermore, I demonstrate that this inductive principle can be instantiated in two general families of largely unexplored inductive principles, which I call string extension learning and state-merging.

Chapter 4 considers long distance agreement patterns like consonantal harmony and vowel harmony. It is shown that these patterns define a subset of the regular languages which I call precedence languages. It is shown that learning pat-
terns in this class is simple because the learner only makes distinctions on the basis of precedence, and not distance. Like \( n \)-gram languages, equivalent learners for this class can be described as both string extension and state-merging learners (though it is easier to state it as a string extension learner).

**Chapter 5** introduces the concept of neighborhood-distinctness with respect to stress patterns found in the world’s languages. Intuitively, a pattern is neighborhood-distinct if the relevant phonological environments are unique. A typological survey shows that 107 of 109 stress patterns in the survey are neighborhood-distinct. It is also shown that many logically possible stress patterns are not-neighborhood distinct. Thus it is established that neighborhood distinctness approximates the attested patterns in a nontrivial way. The Forward Backward Learner (FBL) is presented which uses this property to make inferences from limited input and it is shown that it succeeds on 100 of the 109 patterns. Unlike the \( n \)-gram and precedence learners, the FBL is only stated in state-merging terms.

**Chapter 6** examines in detail the neighborhood-distinct class of patterns, and the class of patterns learnable by the algorithm presented in Chapter 5. It is shown that trigram and precedence languages are neighborhood-distinct. Thus the notion of locality embodied in neighborhood-distinctness subsumes the notions of locality based on contiguity and precedence. I also lay out a strategy for developing a better understanding of the range of the FBL learning function based on the observation that neighborhood-distinctness is actually a composition of properties. This line of inquiry reveals other interesting learners and hypothesis spaces relevant to phonotactic learning.

**Chapter 7** concludes the dissertation, with a few remarks about the goals, results, and further research.

With the exceptions of Chapters 5–7, most chapters in this dissertation contain
appendices which are mathematical in character. I chose to relegate the mathematical foundations of the results presented in these chapters to appendices. Although the main ideas are communicated in the body of each chapter, this does not mean the mathematical appendices should be skipped. On the contrary, the results in those appendices are the best evidence in support of the hypothesis in (1). The extent to which the learners and the language classes they learn are intertwined becomes most apparent by studying their properties precisely. The appendices are separate only as an organizational aid. I have tried to make them as complete as possible; i.e. the appendices, in order, can take a willing individual with no background in mathematics to the ultimate results. This is possible primarily because there is no concept in these pages, mathematical or otherwise, that is not at its core, very simple.
Appendices

A–1 Mathematical Preliminaries

This appendix introduces the simplest mathematical concepts and the notations which express those concepts that are used throughout the mathematical appendices in subsequent chapters. Partee et al. (1993) cover much of the same basics with somewhat more context. Angluin (1982) gives a precise, very concise, clear introduction to some of these ideas as well.

A–1.1 Sets

A set is some (possibly empty) collection of elements. The empty set is denoted $\emptyset$. For any set $S$, let $|S|$ denote the cardinality of $S$. Given two sets $A$ and $B$, $A$ is a subset of $B$ (written $A \subseteq B$) iff for all $a \in A$, $a \in B$. The set of natural numbers $0, 1, 2, \ldots$ is denoted $\mathbb{N}$. The following standard set operations are defined here.

\begin{align*}
\text{union} & \quad A \cup B = \{x : x \in A \text{ or } x \in B\} \\
\text{intersection} & \quad A \cap B = \{x : x \in A \text{ and } x \in B\} \\
\text{difference} & \quad A - B = \{x : x \in A \text{ and } x \notin B\} \\
\text{powerset} & \quad 2^A = \{X : X \subseteq A\} \\
\text{product} & \quad A \times B = \{(a, b) : a \in A \text{ and } b \in B\}
\end{align*}

Because union and intersection are commutative (e.g. $A \cup B = B \cup A$), it is easy to extend these operations over sets of sets. We use the symbols $\bigcup$ and $\bigcap$ to indicate the union and intersection of sets, respectively. For example if $S$ is a collection of sets then $\bigcup S$ indicates the set of elements which belong to some set in $S$. 
A–1.2 Relations and Partially Ordered Sets

A relation $R$ between two sets $A$ and $B$ is a subset of $A \times B$. If $(x, x') \in R$, we often write $xRx'$. A relation $R \subseteq S \times S$ may have one or more of the following properties:

1. **antisymmetry** Whenever $xRy$ and $yRx$, it is the case that $x = y$.
2. **reflexivity** For all $x \in S$, it is the case that $xRx$.
3. **irreflexivity** For all $x \in S$, it is not the case that $xRx$.
4. **symmetry** Whenever $xRy$, it is the case that $yRx$.
5. **asymmetry** Whenever $xRy$, it is not the case that $yRx$.
6. **transitivity** Whenever $xRy$ and $yRz$, it is the case that $xRz$.

A relation $R$ on a set $S$ is a reflexive partial order iff $R$ is reflexive, transitive, and antisymmetric. If there is a reflexive partial order relation $\leq$ over a set $S$, we call $S$ a partially ordered set and often write $(S, \leq)$.

Given some partially ordered set $(S, \leq)$, and some $x \in S$ and $T \subseteq S$, $x$ is a lower bound for $T$ iff for all $y \in T$, $x \leq y$. $x$ is a greatest lower bound for $T$ iff $x$ is a lower bound for $T$ and for all $y$ such that $y$ is a lower bound for $T$, $y \leq x$.

Similarly, $x$ is an upper bound for $T$ iff for all $y \in T$, $y \leq x$. $x$ is a least upper bound for $T$ iff $x$ is an upper bound for $T$ and for all $y$ such that $y$ is an upper bound for $T$, $x \leq y$.

A lattice is a partially ordered set $(S, \leq)$ such that for all $x, y \in S$, \( \{x, y\} \) has a greatest lower bound and a least upper bound.
A–1.3 Equivalence Relations and Partitions

A set $\pi$ of nonempty subsets of $S$ is a partition of $S$ iff the elements of $\pi$ are pairwise disjoint (i.e. for any $A, B \in \pi$, $A \cap B = \emptyset$) and their union equals $S$ (i.e. $\bigcup \pi = S$). The elements of $\pi$ are called blocks of the partition. The trivial partition of $S$ is the one where each block contains a single element of $S$. The unit partition is the partition which contains exactly one block (i.e. $\pi = \{S\}$).

Each block in partition $\pi$ is identified by an element of $x \in S$ which is denoted $B(x, \pi)$. A partition $\pi_0$ refines partition $\pi_1$ iff every block in $\pi_1$ is a union of blocks of $\pi_0$. This is denoted $\pi_0 \leq \pi_1$. In this case we also say $\pi_1$ is coarser than $\pi_0$ and that $\pi_0$ is finer than $\pi_1$. The finest partition (the trivial partition) refines any partition of $S$ and the coarsest partition (the unit partition) is the partition which only refines itself. Note that $\leq$ is reflexive partial order. Note further that the set of all possible partitions of $S$, denoted $\Pi$, forms a lattice structure under the $\leq$ relation (Grätzer 1979). In other words, there is a greatest lower bound and a least upper bound for every pair of partitions in $\Pi$.

If $S_0 \subseteq S$ then the restriction of $\pi$ to $S_0$ is the partition $\pi_0$ which consists of all nonempty sets $B$ which are are the intersection of $S_0$ and a block of $\pi$.

A relation $R$ on a set $S$ is an equivalence relation iff $R$ is reflexive, symmetric, and transitive. An equivalence relation $\sim$ on a set $S$ naturally induces a partition $\pi_\sim$ of $S$: for all $x, y \in S$, $B(x, \pi_\sim) = B(y, \pi_\sim)$ iff $x \sim y$.

A–1.4 Functions and Sequences

A function $f$ is a relation between two sets $A$ and $B$ such that if $(a, b) \in f$ then $(a, b') \in f$ iff $b = b'$. We write $f(a) = b$ and call $b$ the value of $f$ at $a$. $A$ is called the domain of $f$ and $B$ the co-domain. This is often indicated by writing $f : A \rightarrow B$. 
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A function $f : A \to B$ is a total function iff for all $a \in A$, there is a $b \in B$ such that $(a, b) \in f$. A function which is not total is partial and is undefined for those elements in $A$ for which for all $b \in B$, $(a, b) \not\in f$. A function $f : A \to B$ is called one-to-one, or injective, iff for distinct $a, a' \in A$, $f(a) \neq f(a')$. A function $f : A \to B$ is called onto, or surjective, iff for all $b \in B$, there is $a \in A$ such that $f(a) = b$. A function is a bijection iff it is one-to-one and onto. If $f : \mathbb{N} \to A$ is a bijection then the cardinality of $A$ is said to be countably infinite and $f$ is sometimes called an enumeration of $A$.

Given a function $f : X \to Y$, $f$ naturally induces an equivalence relation $\sim_f$ over $X$: for all $x_1, x_2 \in X$, $x_1 \sim_f x_2$ iff $f(x_1) = f(x_2)$. We say in such a case that $x_1$ and $x_2$ are $f$-equivalent. Thus the function $f$, by way of the equivalence relation it induces, also induces a partition $\pi_f$ over $X$ such that $B(x_1, \pi_f) = B(x_2, \pi_f)$ iff $x_1 \sim_f x_2$ (i.e. iff $f(x_1) = f(x_2)$).

Given $f : A \to B$ and $g : B \to C$, the composition of $f$ and $g$, denoted $f \circ g$, has domain $A$ and co-domain $C$ and is for all $a \in A$ is given by $g(f(a))$. Note that if $f(a)$ is undefined, then so is $f \circ g(a)$.

A countably infinite sequence of elements from a set $A$ is given by a total function $\sigma : \mathbb{N} \to A$. The elements of the sequence are naturally thought of as $f(0), f(1), f(2), \ldots$. Similarly, a finite sequence of length $k$ is given by $\sigma : \{0, 1, 2, \ldots k\} \to A$. A finite sequence $\sigma$ of length $k + 1$ may be concatenated with another (not necessarily finite) sequence $\tau$ yielding the sequence $\upsilon$ where

1. $\upsilon(i) = \sigma(i)$ for all $i \leq k$
2. $\upsilon(i) = \tau(i - k - 1)$ for all $i > k$

We write $\upsilon = \sigma \circ \tau$, or more simply, $\upsilon = \sigma \tau$. Sometimes the notation is relaxed and we write, for example, $\sigma \circ f(2)$ to indicate we are appending an element at the
end of a finite sequence.

A–1.5 Strings and Formal Languages

A string is a sequence. We often use $\Sigma$ to denote a fixed finite set of symbols, the alphabet. Let $\Sigma^n$, $\Sigma^{\leq n}$, $\Sigma^*$, $\Sigma^+$ denote all strings formed over this alphabet of length $n$, of length less than or equal to $n$, of any finite length, and of any finite length strictly greater than zero, respectively. The codomain of a string is called the range and is the set of symbols which are in the string. The empty string is the unique string of length zero and is denoted by $\lambda$. Thus $\text{range}(\lambda) = \emptyset$. The length of a string $u$ is denoted by $|u|$, e.g. $|\lambda| = 0$. The reverse of a string $u$ is denoted $u^r$ (note: $\lambda^r = \lambda$). Clearly, $(u^r)^r = u$. Let $uv$ denote the concatenation of two strings $u$ and $v$. A string $u$ is a prefix of another string $w$ iff there exists $v$ in $\Sigma^*$ such that $w = uv$. Similarly, $u$ is a suffix of another string $w$ iff there exists $v$ in $\Sigma^*$ such that $w = vu$.

A language $L$ is some subset of $\Sigma^*$. The reverse of a language $L$, denoted by $L^r$, is the set of strings $u^r$ where $u$ is in $L$ (so $(L^r)^r = L$). The concatenation of two languages $L_1$ and $L_2$, denoted $L_1 \cdot L_2$, is equal to $\{uv : u \in L_1 \text{ and } v \in L_2\}$. Let $L^k$, $L^{\leq k}$ denote all strings in $L$ with length exactly $k$ and with length less than or equal to $k$, respectively.

**Definition 1** The prefixes of language $L$ are given by

$$Pr(L) = \{u : \exists v \text{ so that } uv \in L\}$$

**Definition 2** The left-quotient of language $L$ and string $w$, or the tails of $w$ given $L$, is denoted by

$$T_L(w) = \{u : wu \in L\}$$
Consequently, $T_L(w) \neq \emptyset$ iff $w \in Pr(L)$. Note also that for any $u \in Pr(L)$, $T_L^0(u) = \{\lambda\}$. 
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CHAPTER 2

Establishing the Problem and Line of Inquiry

...language makes infinite employment ... of finite means... –Wilhelm von Humboldt (1836)

How comes it that human beings, whose contacts with the world are brief and personal and limited, are nevertheless able to know as much as they do know? –Bertrand Russell (1935)

...if we are to be able to draw inferences from these data...we must know ...principles of some kind by means of which such inferences can be drawn. –Bertrand Russell (1912)

1 Phonotactic Patterns and Phonotactic Knowledge

Phonotactic patterns are the patterns which govern the distribution of sounds in well-formed words in a language. By word, I mean some domain over which a phonotactic rule or constraint is said to apply. This dissertation assumes that such domains are known, and do not have to be discovered along with the phonotactic constraints or rules themselves.

Identifying the phonotactic rules or constraints, and the principles which underly them—that is, developing a theory which characterizes a speaker’s knowledge of these patterns—has been one focus of generative phonology. This dissertation
categorizes phonotactic patterns into three groups: patterns over contiguous segments, patterns over non-contiguous segments, and stress patterns over syllables. In the remainder of this section, I briefly review these three groups of patterns here and some evidence that the patterns are rule- or constraint-governed and that speakers know these rules and constraints.¹

§2 explains why I choose to represent phonotactic grammars as regular sets—that is, with finite state machines. §3 makes explicit two learning frameworks, due to Gold (1967) and Valiant (1984), and shows why the simplifications made in this dissertation do not lead to a trivialization of the learning problem. Finally, §4 presents the general research strategy adopted in later chapters of this dissertation. §5 summarizes the main ideas of this chapter.

1.1 Patterns over Contiguous Segments

Many phonotactic patterns are stated as restrictions over sequences of adjacent sounds. This section provides a few examples of this kind of phonotactic pattern and presents the arguments linguists make that these constraints or rules are known by speakers.

Halle (1978:294) introduces these ideas this way:

The native speaker of a language knows a great deal about his language that he was never taught. An example of this untaught knowledge is illustrated in (1), where I have listed a number of words chosen from different languages, including English. In order to make this a fair test,

¹Of course there are other ways phonotactic patterns could be categorized. We might separate articulatorily motivated processes from perceptually motivated ones. We might separate processes which engage similar sounds from processes which engage dissimilar ones. Categorizing phonotactic patterns in these kinds of ways might lead us to discover other kinds of inductive principles plausibly active in human language learning. Although I do not pursue these other categorization schemes here, I encourage others to pursue them and their consequences for human language learning.
the English words in the list are words that are unlikely to be familiar to the general public, including most crossword-puzzle fans:

(1) ptak thole hlad plast sram mgla vlas flitch dnom rtut

If one were to ask which of the ten words in this list are to be found in the unabridged Webster’s, it is likely that readers of these lines would guess that thole, plast, and flitch are English words, whereas the rest are not English. This evidently gives rise to the question: How does a reader who has never seen any of the words on the list know that some are English and others are not? The answer is that the words judged not English have letter sequences not found in English. This implies that in learning the words of English the normal speaker acquires knowledge about the structure of words. The curious thing about this knowledge is that it is acquired although it is never taught, for English-speaking parents do not normally draw their children’s attention to the fact that consonant sequences that begin English words are subject to certain restrictions that exclude words such as ptak, sram, and rtut, but allow thole, flitch, and plast. Nonetheless, in the absence of any overt teaching, speakers somehow acquire this knowledge.

Halle’s first point is that this knowledge exists and can be characterized. If it did not exist, then it could not be applied in novel situations, as all English speakers do in his exercise above. A number of laboratory studies also demonstrate the same point (Greenberg and Jenkins 1964, Ohala and Ohala 1986, Pierrehumbert 1994, Coleman and Pierrehumbert 1997a, Vitevitch et al. 1997, Frisch et al. 2000, Treiman et al. 2000, Bailey and Hahn 2001, Hay et al. 2003, Hammond 2004).

The knowledge in Halle’s example can be characterized at one level by listing the impermissible word-initial consonant clusters such as *pt, *hl, *sr, *mg, *vl, *dn,
It may also be characterized in more general terms by identifying properties these consonant clusters share that separate them from well-formed word-initial consonant clusters. This section is not so much concerned with the right characterization of this knowledge as it with establishing the fact that English speakers have characterizable knowledge about which contiguous sequences of consonants are licit at the beginnings of words—knowledge which can be applied in novel situations. This is the meaning of Humboldt’s expression in the leading quote of this chapter (which is often cited by Chomsky).

Halle’s second point—that this knowledge was acquired without being taught—illustrates that speakers, based on their finite experience, have made generalizations that allow them to know things beyond their limited experience. How children do this is a deep mystery and relates to the question asked in the second quote leading this chapter by Bertrand Russell, although he is not referring to language per se.²

The problem of language learning is the problem of induction: how one passes from true statements of one’s experience (such as one’s linguistic observations) to true statements about the nature of the world (or one’s language).

The next example comes from Japanese, in which the only words with a sequence of two contiguous consonants (CC) are ones where the two consonants are identical (i.e. a geminate), or where the first consonant is a nasal.

The words in (1) are well-formed words in Japanese, but the (English) words in (2) are not.

²It is worth pointing out that the position of scientists trying to understand the rules of nature is the same as that of children trying to understand the rules of their language. There are in fact infinitely many hypotheses that are consistent with the (finite amount of) data observed at any given moment. Yet, both the scientist and the child appear to be able to generalize beyond this limited experience to make predictions about novel situations.
Evidence that Japanese speakers ‘know’ this constraint comes from word borrowing. When new words are borrowed into a language from other language, there is often a conflict between what is well-formed in the borrower’s language and what is well-formed in the loaner’s language. Often, this conflict is resolved so that the word in the loaner’s language is changed to conform to the well-formedness rules and constraints of the borrower’s language. When Japanese speakers borrow words into English, for example, the words are altered so as to conform to the constraints over contiguous sequences of sounds as shown in (3).

Kisseberth’s (1973) study of Yawelmani Yokuts presents an additional kind of evidence that speakers have knowledge of phonotactic constraints. In Yawelmani Yokuts well-formed words do not have contiguous sequences of three consonants. Evidence that speakers are aware of this constraint, which I denote *CCC, comes from adjustments made to the concatenation of morphemes which otherwise would result in three adjacent consonants.

For example, in certain circumstances, sequences of three contiguous conso-
nants are broken up by deleting a consonant. Thus underlying /hall+hatin+i:n/ ‘will desire to lift up’ is not realized as *[hallhatini:n], which has the illegal consonant sequence [llh]. Instead, speakers of Yawelmani Yokuts delete the [h] so that /hall+hatin+i:n/ is realized as *[hallatni:n] (there is also a vowel deletion for other reasons).

In other circumstances, a vowel is inserted to break up sequences of three contiguous consonants. Thus underlying /di:y+t/ ‘was being guarded’ is not realized as *[di:ylt], a form which violates the phonotactic constraint. Rather, /di:y+t/ is realized as [deylit] (there is also vowel lowering for other reasons).

Kisseberth (1973) presents rules which predict where the consonantal deletion and vowel epenthesis occur. The fact that these rules have something in common—the elimination of potential contiguous sequences of three consonants—has been argued to be evidence that native speakers of Yawelmani Yokuts possess knowledge that can be characterized as *CCC.

This section presented three examples of phonotactic constraints over contiguous segments and evidence that such constraints are part of the speaker’s linguistic competence. This evidence comes not only from observing a systematic, nonarbitrary distribution of sounds in the words in the language, but also from the speakers ability to apply the knowledge of this distribution in novel situations. The simplest kind of novel situation is simply to ask a speaker if a word which disobeys the phonotactic generalizations is well-formed, as compared to an otherwise identical word which obeys the phonotactic. Another kind of novel situation occurs when speakers borrow words from other languages. As in Japanese, native speakers alter words they take from other languages to conform to the phonotactic constraints present in their native language. Finally, the faithful concatenation of morphemes in a language can result in a sound sequence which disobeys a phonotactic constraint. Thus in many languages, as in Yawelmani Yokuts, the actual pronunciation
of a concatenation of morphemes often deviates in regular ways from the faithful sequence so as to obey the otherwise violated phonotactic constraint.

1.2 Patterns over Non-contiguous Segments

Phonotactic patterns over noncontiguous segments are those which can be stated as restrictions over sequences of non-adjacent sounds. Consonantal harmony and disharmony cases present the clearest example of constraints of this type (Hansson 2001, Rose and Walker 2004). Whether vowel harmony patterns belong to this class is less clear because vowels can appear phonetically contiguous despite intervening consonants. Vowel harmony patterns and the relevant issues are discussed in greater detail in Chapter 4.

A classic example is Navajo sibilant harmony (Sapir and Hoijer 1967, Fountain 1998). In well formed words in this language, sibilants agree in the feature [anterior]. At the segmental level this means that no words contains two segments with different values of anteriority within the word. That is, no word contains a sound from the set of [+anterior] sibilants in Navajo [s,z,ts,ts’,dz] and a sound from the [-anterior] sibilant set [ʃ,ʒ,tʃ,tʃ’,dz]. Thus there are words like the two given in (4), but there are no words like those given in (5).

(4)  a. ʃi:te:ʒ  ‘we (dual) are lying’
     b. dasdo:liʃ  ‘he (4th) has his foot raised’

(5)  a. *ʃi:te:z  (hypothetical)
     b. *dasdo:liʃ  (hypothetical)

The sibilants in (4) are said to agree with respect to the feature [anterior].

The fact that arbitrarily many arbitrary segments separate agreeing sibilants in
Navajo distinguish Long Distance Agreement patterns from ones over contiguous segments, such as the *CCC constraint active in Yawelmani Yokuts.  

As in the Yawelmani Yokuts example, evidence that speakers have knowledge of this constraint comes from the fact that there are regular adjustments to words formed by the concatenation of morphemes so that the word conforms to the phonotactic constraint. For example, the perfective prefix si- is realized as [si] when attached to stems without sibilants, e.g. [si-ti] ‘he is lying’, but is realized as [fi] when attached to a stem with a [-anterior] sibilant as in [fi-te:] ‘they (dual) are lying.’

Note that the directionality of the agreement only becomes relevant when forms are compared in alternation. When we consider only legal surface forms, the directionality of the agreement can safely be ignored.

1.3 Stress Patterns

Some languages have rules or constraints which indicate which syllables in words are stressed. Stressed syllables are those that are somehow emphasized, often by strength, length, or pitch (Lehiste 1970). For example, English speakers say [ta.‘mej.to], and neither [ta.mej.to] nor [‘to.ma.to]. Languages in which stress falls predictably within words form another class of phonotactic patterns, different from the other two kinds discussed above.

Stress patterns differ from the patterns over contiguous and non-contiguous segments in at least two ways. First, stress is suprasegmental, i.e. a property of the syllable, and not a property of the segment (Lehiste 1970). Second, stress patterns may be iterative, that is applied to alternating syllables (as shown in the example below) (Hayes 1995). Segmental patterns do not appear to have this property; e.g. linguists have not discovered rules in natural language where every other segment

---

3See Martin (2004) regarding the role of distance and the domain of sibilant harmony in Navajo compounds.
must be nasalized.\footnote{However, see Gonzalez (1999) for some cases which might be analyzed this way.}

For example, the words below are from Pintupi, a language which assigns stress predictably. The examples below are reproduced from Hayes (1995:62), who cites Hansen and Hansen (1969:163).

| (6) | a. \(\sigma\ \sigma\) | p\(\acute{\text{n}}\)a | 'earth' |
| b. \(\sigma\ \sigma\ \sigma\) | t\(\acute{\text{i}}\)\(\text{\'u}\)\(\text{tay}\)a | 'many' |
| c. \(\sigma\ \sigma\ \sigma\ \sigma\) | m\(\text{a}\)\(\text{j}aw\)\(\text{\'a}\)na | 'through from behind' |
| d. \(\sigma\ \sigma\ \sigma\ \sigma\ \sigma\) | p\(\acute{\text{l}}\)\(\text{j}\)\(\text{\'i}\)k\(\text{\'a}\)lat\(\text{i}\)\(\text{u}\) | 'we (sat) on the hill' |
| e. \(\sigma\ \sigma\ \sigma\ \sigma\ \sigma\ \sigma\) | t\(\acute{\text{i}}\)\(\text{\'a}\)\(\text{m}\)\(\text{l}\)\(\text{\'i}\)mpat\(\text{i}\)\(\text{\'u}\)\(\text{k}\)u | 'our relation' |
| f. \(\sigma\ \sigma\ \sigma\ \sigma\ \sigma\ \sigma\ \sigma\ \sigma\ \sigma\) | ti\(\text{\'i}\)\(\text{\'i}\)\(\text{\'u}\)\(\text{l}\)\(\text{\'i}\)mpat\(\text{i}\)\(\text{u}\) | 'the fire for our benefit flared up' |
| g. \(\sigma\ \sigma\ \sigma\ \sigma\ \sigma\ \sigma\ \sigma\ \sigma\ \sigma\ \sigma\) | k\(\text{\'u}\)\(\text{r}\)\(\text{a}\)\(\text{\'i}\)\(\text{\'u}\)\(\text{l}\)\(\text{\'i}\)mpat\(\text{i}\)\(\text{u}\)\(\text{\'a}\) | 'the first one who is our relation' |
| h. \(\sigma\ \sigma\ \sigma\ \sigma\ \sigma\ \sigma\ \sigma\ \sigma\ \sigma\ \sigma\ \sigma\ \sigma\ \sigma\ \sigma\) | y\(\text{\'u}\)\(\text{\'m}\)\(\text{a}\)\(\text{\'i}\)\(\text{\'k}\)\(\text{\'a}\)\(\text{r}\)\(\text{\'a}\)\(\text{\'\v{a}}\)\(\text{r}\)\(\text{\'a}\) | 'because of mother-in-law' |

When the column at left is examined, the stress pattern becomes apparent. It can be described adequately with the following two rules.

(7) 1. Assign secondary stress to nonfinal odd syllables, counting from left.

2. Assign primary stress to the initial syllable.

Note that the rules above apply, regardless of the length of the words. Judging by (h) in (7), it is clear that words in Pintupi can become quite long, and there
appears to be no principled way to establish an upper bound on the length of Pintupi words. I assume, along with earlier researchers, that knowledge of the rules above means that a Pintupi speaker knows how to assign stress to a novel word (such as a borrowing) with more syllables.

1.4 Nonarbitrary Character of Phonotactic Patterns

The patterns found in natural language are not arbitrary. This follows provided the grammars which generate these patterns are ultimately constrained in some fashion. This line of thinking partly motivates the idea of Universal Grammar: Language patterns are not, for the most part, arbitrary because before the child has heard a single utterance, aspects of the child’s grammar are fixed. These predetermined properties of the child grammar determine, through their interaction with the linguistic environment, mature characteristics of the adult grammar.

I take these predetermined properties to be the inductive principles children use to generalize from their limited experience to rules or constraints. This point relates to the third quote leading this chapter by Bertrand Russell (though again he is not referring to language). It is possible under this view that some logically possible grammatical hypotheses are never entertained by children, no matter their linguistic experience—thus constraining the kinds of attested natural language patterns nontrivially.\(^5\) The learner, in a sense, leaves a mark on the possible natural language patterns. It follows that the properties found in natural language can help reveal properties of the learner, that is the relevant inductive principles.

\(^5\)For related, extensive discussion, see *Apsects* (Chomsky 1965).
2 Phonotactic Grammars

This dissertation henceforth assumes that phonotactic constraints and rules are real and that they form part of the speaker’s linguistic competence. Thus, it is assumed that, at some level, speakers of English know that words with a word-initial [pt] sequence are ill-formed. It is assumed that Navajo speakers would recognize a word which contains sibilants with different values of anteriority as less well-formed than a word which is the same in all respects except its sibilants agree in anteriority. Likewise, it is assumed that speakers of Pintupi recognize a string of sounds with a non-Pintupi stress pattern as less acceptable than the same string which obeyed the Pintupi stress rule.

I henceforth use the word *language* to refer to a (possibly infinite) set of words, which are sequences of elements drawn from some finite set, the *alphabet*. The alphabet can be thought of as symbols which represent possible human sounds, allowing for some variation.\(^6\) I also assume that the grammar of a language \(L\) is a device which is generative—the words it recognizes are *well-formed* and belong to \(L\), and the words it does not recognize are not well-formed and do not belong to \(L\). Hence a grammar is finite device that generates potentially infinitely many words. This formulation of language is due to Chomsky (1957).

The phonotactic patterns described above are languages in this sense, and I will use the word *pattern* interchangeably with *language*. Every possible sequence of sounds which obey the constraint or rule belongs to the pattern, and thus is in the set. Likewise, every sequence which violates the rule or constraint is not in the set. Thus each rule or constraint cleaves the set of all possible words in two.

\(^6\)This is compatible with construals of the symbols as rich phonological entities, e.g. as representing natural classes by way of underspecified feature bundles (Jakobson et al. 1952), as ‘symboloids’ (Port and Leary 2005), or as intervals of time coded for gestural information, cf. gestural scores (Browman and Goldstein 1992, Gafos 2002). See also the discussion in Chapter 1 §1.2.
For example, the aspect of the grammar for Yawelmani Yokuts which characterizes the "CCC constraint should accept any sequence of sounds which does not contain a contiguous sequence of consonants of length three. Any sequence which has a sequence of three contiguous consonants should be rejected by this grammar. Later in §2.2, the phonotactic rules and constraints described above are given precise grammars which characterize, in these simplified terms, the phonotactic knowledge described above.

Many researchers have recently argued categorically separating words into two groups, ill-formed and well-formed, underestimates the phonotactic knowledge speakers possess (Coleman and Pierrehumbert 1997b, Zuraw 2000, Frisch et al. 2004, Hayes and Wilson to appear, *inter alia*). Speakers are said to have gradient, as opposed to categorical knowledge. In other words, speakers do not make a binary distinction but instead distinguish many levels of well- and ill-formedness. Evidence for these claims is comprehensively reviewed in Hayes and Wilson (to appear).

This thesis does not consider gradient phonotactics. This is not because I think speakers do not have gradient knowledge, or that modeling gradient phenomena is somehow unimportant or uninteresting. It is simply because I think it is useful to abstract away from this complicating issue to get a clear picture of the kinds of patterns that are to be learned and the inductive principles necessary to learn them. By setting aside the issue of gradience, we see more clearly the contribution particular inductive principles can make, and the character of the resulting hypothesis spaces.

2.1 The Chomsky Hierarchy

On the basis of this conception of language, the complexity of certain groups of languages in the space of logically possible languages is shown in Figure 2.1 (Chomsky
1956b,a). The figure shows the space of recursively enumerable languages. A recursively enumerable language is one which can be generated by a Turing machine (Papadimitriou 1993). The smallest group in the figure, the Finite Languages, consist of those languages with finite cardinality (i.e. in this context, finitely many words). The next group up are the regular languages, followed by the context-free, the mildly context sensitive, and then context-sensitive languages. Each group of languages is more complex in the sense that the kind of grammar that is required to adequately describe languages is more permissive (see Sipser (1997), Hopcroft et al. (2001) for further details). This dissertation pays special attention to the regular languages for reasons given in §2.2 below.

Chomsky (1956b,a) demonstrates that certain syntactic patterns found in natural languages are not regular. Similar work by Shieber (1985), and more recently by Kobele (2006), have also argued that certain natural language syntactic constructions belong to even higher levels of the hierarchy. What is striking about the picture in Figure 2.1 is that the phonotactic patterns discussed above all belong to the class of regular languages.

2.2 Phonotactic Patterns as Regular Sets

Regular sets are those languages that can be generated by finite state acceptors (Hopcroft et al. 2001). A language-theoretic characterization of the regular languages due to Nerode is given in the appendix to this chapter. I find it useful to represent phonotactic patterns as regular sets, and consequently to consider finite state representations of the grammars which generate these patterns. There are three reasons for this.

The first is that the virtually all phonotactic patterns are describable as regular
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7They also relate nontrivially to what are known as finite Markov chains. There are many textbooks on Markov processes, a good introduction is given by Häggström (2002).
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sets.\textsuperscript{8} To see this, consider first that most phonological processes are described as functions which map underlying forms to surface forms. This is true both in the rule-based formalisms associated with Sound Pattern of English (SPE) (Chomsky and Halle 1968) and in more recent parallel based formalisms, e.g. Optimality Theory (McCarthy and Prince 1993, Prince and Smolensky 2004). It has long been observed that almost all of these phonological processes are regular (Johnson 1972, Kaplan and Kay 1981, 1994). Specifically this means that the function which maps underlying forms to surface forms is a finite state function, and can be represented with a finite state transducer. For phonological grammars, the range of this function is properly interpreted as set of possible legal surface forms; i.e well-formed words. Consequently, phonotactic patterns are regular because of the well known fact that the range of a finite state function is a regular set (Hopcroft et al. 2001).

Second, these regular sets can be related to traditional phonological grammars. It is a simple matter to convert a finite state transducer, which maps underlying forms to surface forms, to a finite state acceptor which accepts only the well-formed words of the language. Johnson (1972) and Kaplan and Kay (1994) have shown how to construct this finite state transducer which maps underlying forms to surface forms from traditional SPE-style rule-based phonological grammars. Similarly, Riggle (2004), building on work by Ellison (1994), Eisner (1997), Frank and Satta (1998), and Albro (1998), shows how to construct a finite state transducer with OT grammars. Therefore, it is is possible to compute a phonotactic acceptor for well-formed words given those traditional grammars.

Third, not only can finite state descriptions of grammars be translated to and from other representations of grammars (e.g. ordered SPE-style rules or ranked

\textsuperscript{8}One possible exception to this is constraints that hold only in inherently reduplicated words. For example, one potential case is in Toba Batak (Tuuk 1971), where it appears certain word-internal consonant clusters are only found in inherently reduplicated words. Assuming this is part of a speaker’s phonotactic knowledge, such a constraint cannot be stated adequately as a regular set. Thanks to Bruce Hayes for bringing up this example.
OT constraints), insights in this domain can be extended if it is determined that more complex types of grammars are needed. For example, Albro (2005) makes restricted extensions to a finite state system in order to handle reduplication. Also if the working assumption that phonotactic constraints are categorical is relaxed, stochastic finite state automata are a natural extension in which gradient well-formedness patterns can now be described.

2.3 Examples

Generally, throughout this dissertation, I will adopt the following principle as a way to represent phonotactic constraints or rules as finite state machines.

(8) A finite state accepter represents some phonotactic constraint (rule) iff every word accepted by the accepter obeys the constraint (rule) and every word rejected by the accepter violates the constraint (rule).

2.3.1 *CCC in Yawelmani Yokuts

For example, the machine in Figure 2.2 represents the *CCC constraint in Yawelmani Yokuts. In finite state diagrams in this dissertation, unless mentioned otherwise, start states are indicated by hexagons, and final states with double peripheries (see Sipser (1997) or Hopcroft et al. (2001) for good introductions to finite state machines). In Figure 2.2, the ‘C’ labels on the transitions indicate any consonant, and the ‘V’ labels on the transitions indicate any vowel. Notice any word with three contiguous consonants is rejected by this machine because there is no transition labeled ‘C’ departing from state 2. Also notice that every word this machine accepts obeys the *CCC constraint.

This machine does accept words with hundreds of contiguous vowels, but such
words do not violate the *CCC constraint; such words violate other constraints which this constraint does not represent (perhaps something like *VVV).

2.3.2 Navajo Sibilant Harmony

The machine in Figure 2.3 represents the Navajo sibilant harmony pattern. In Figure 2.3, the ‘C’ labels on the transitions indicate any consonant except sibilants, the ‘V’ labels any vowel, the ‘s’ labels any [+anterior] sibilant, and the ‘f’ labels any [-anterior] sibilant.

Every word this machine accepts obeys the rule of Navajo sibilant harmony,
and every word it rejects disobeys it. It is true that this machine accepts words like \([\text{tnffftttttfiii]}\)—but this violates other constraints on well-formedness (e.g. syllable structure constraints). Finally, just like the grammar for the \(^*\text{CCC}\) constraint above, this grammar recognizes an infinite number of legal words, just like the generative grammars of earlier researchers.

### 2.3.3 Pintupi Stress

Finally, the machine in Figure 2.4 represents the stress pattern of Pintupi. Comparison with the stress patterns on Pintupi words in (6) reveals that every word this machine accepts obeys the Pintupi stress rule and every word it rejects violates it. Also, note there is no upper bound on the length of words this machine recognizes.

![Figure 2.4: The Stress Pattern of Pintupi](image)

### 2.4 Local Summary

These finite state representations of phonotactic rules and constraints accept infinitely many words, just like the generative grammars of previous researchers.

It is also important to recognize that these acceptors are only different descriptions of the same finite state function described by more traditional phonological grammars. For example, if Riggle’s (2004) algorithm were applied to the different OT analyses of the Pintupi stress pattern given in Gordon (2002) and Tesar (1998),
and the resulting transducers were stripped of their input labels and hidden structural symbols (such as foot boundaries) in the output labels, the acceptors obtained would be the same as the one in Figure 2.4.9

It is now possible to state the problem this dissertation addresses more precisely:

(9) How can these finite state phonotactic grammars be acquired from a few words generated by them?

3 Addressing the Learning Problem

In this section, I make explicit the learning framework adopted in this dissertation. The view of the learning process I find useful is schematized in Figure 2.5. Further reading on the viewpoint offered here can be found in Nowak et al. (2002), Niyogi (2006), Jain et al. (1999) and Osherson et al. (1986).

![Diagram of the Learning Process](image)

Figure 2.5: The Learning Process

The idea is there is a grammar $G$ which generates a possibly infinite language $L(G)$. However, the learner does not have access to every well-formed expression in $L(G)$. The learner only has access to a small finite sample from $L(G)$. The learner is thus a function mapping finite samples to grammars. In this way the learner

---

9By ‘same’, I mean they both recognize the same language.
resembles a human child: given limited exposure to \( L(G) \), the learner returns some grammar \( G' \). We are interested in questions like:

\begin{align*}
&1. \text{Which learners are sure to discover a grammar } G' \text{ such that the language of } G \text{ is the same as the language of } G'? \text{ That is, which learners generalize from limited experience in the right way?} \\
&2. \text{Which learners can do this for samples drawn from any language which belong to some class of languages (such as those languages which contain patterns over contiguous segments)?} \\
&3. \text{What kind of sample does the learner need to succeed in this way?}
\end{align*}

These questions are just a few of the ones that can be asked. For example, instead of asking question 1 in (10), it is possible to inquire which learners ‘almost’ succeed—that is, arrive at a grammar which generates a language not exactly like the language of \( G \), but like one ‘close’ to it.

There are many frameworks within which the above questions can be addressed, and others are expected to be discovered (Angluin 1992). The rest of this section reviews two different established instantiations of the learning framework schematized in Figure 2.5—the Gold framework (Gold 1967), and the Probably-Approximately Correct (PAC) framework (Valiant 1984, Kearns and Vazirani 1994)—and discusses some of the important features of each framework. Although the content of the following subsections is comprehensively reviewed elsewhere (e.g. Niyogi (2006)),\(^{10}\) the review here is useful as there is confusion about the relevance and significance of these learning frameworks (see Johnson (2004) for an overview of some of the confusion surrounding the Gold framework, for example).

Both the Gold and PAC frameworks make precise the philosophical problem

\(^{10}\)A compact review is given in Stabler (2007).
of induction (e.g. Russell 1912, Popper 1959). Both of these frameworks show that most classes of languages shown in the Chomsky Hierarchy (Figure 2.1) are not learnable. They demonstrate that those classes are too large and that there are therefore necessarily too many distinctions for any learner to possibly make. In other words, in both frameworks, it is known that there is no procedure which returns the acceptors described above no matter the linguistic environment. Consequently, there is no known answer to the question posed in (9).

However, there is a silver lining. As described below, researchers have discovered subclasses of languages which cross-cut the Chomsky Hierarchy which can be learned in interesting ways. Thus suggests a research strategy to be discussed below in §4.

3.1 The Gold Learning Framework

Gold (1967) lets the target language to be any recursively enumerable language $L$. The input to the learner is an infinitely long sequence of well-formed words belonging to $L$, called a text. The fact that every element of the text is a well-formed expression may be taken to reflect that children primarily use positive evidence in language acquisition (E. Newport and Gleitman 1977, Marcus 1993). Additionally, every possible well-formed word of $L$ is guaranteed to occur somewhere in this text. Thus it is assumed under the Gold framework that there are no ‘accidental gaps’; if the learners wait long enough, they are bound to hear any particular well-formed word which belongs to some language $L$.

At each point the learner is allowed to make a guess as to what the target language is. Although the input stream to the learner is infinitely long, learners do not have an infinite amount of time to succeed, however. Crucially learners are not functions from infinitely long texts to grammars. Rather, the learner is a function
from its finitely many observations of well-formed words (i.e. the text it has seen up to some point) to grammars. The learner succeeds if and only if it can be shown that for any text there is a point where the learner hypothesizes a grammar that generates $L$ exactly and no later word in the sequence makes the learner alter her hypothesis. This is called *exact identification in the limit*.

It should be clear that this framework is not intended to provide the most realistic model of language learning. Children do not receive a perfect stream of well-formed expressions. Also, if children learned language exactly, then languages may very well not change over time (Niyogi 2006). However, the purpose of the Gold framework is to provide a platform where the problem of induction and generalization can be studied clearly. Thus there is a strict requirement that the acquired language be exactly the same as the target language. In all other respects, however, the Gold framework is generous. The input to the learner contains no errors. The learner itself need not be computable in time or space. Thus, the Gold framework puts the question of generalization squarely before us. Given the exacting goal of language identification in the limit, but generous conditions for the learner to operate in, how can one generalize correctly from experience to the target language (if at all)?

Gold’s most significant results were overwhelmingly negative. He shows that any ‘superfinite’ class of languages—any class which contains all finitely-sized languages and at least one infinitely sized language—cannot be identified exactly in the limit. In other words no learner can learn every language in this class, no matter how much perfect data the learner receives, no matter how much space or time the learner needs to develop a hypothesis with respect to the observed data. Consequently, supersets of this class—such as the regular languages, the context-free languages, the context-sensitive languages, and the class of languages which can be represented with grammars—are also not identifiable in the limit. The appendix to this chapter
gives a formal treatment of the Gold framework, including these important negative results.

Thus, it is not known how the phonotactic acceptors presented above, which represent the phonotactic knowledge native speakers possess, can be acquired from limited experience. Even if the linguistic environment is perfect and not corrupted by noise, even if the child may use immense amounts of time or space to construct hypotheses—we do not know of algorithms which can generalize from this highly idealized experience to yield the kinds of acceptors described above. This is the problem this dissertation aims to solve.

3.2 The Probably-Approximately Correct (PAC) Framework

The Probably Approximately Correct (PAC) framework,\textsuperscript{11} developed by Valiant (1984), is a statistical learning framework which arrives at results like those in the Gold framework. The strict criterion of exact identification in the limit is relaxed—here, the learner is required to converge to approximately the right language with high probability. Also, whereas learners in the Gold framework are only able to observe well-formed words, the PAC framework allows learners access to negative evidence—that is, knowledge of which forms are ill-formed.

As in the Gold framework, words are presented to the learner from a stream. However, the learner is not guaranteed to see at some point each word belonging to the target language. Instead the words are drawn according to a probability distribution (which is not known to the learner). If it can be shown that there is a point in any text after which the learner’s hypothesized language is sufficiently similar to the target language with high confidence no matter the initial probability distribution then the learner is said to be probably-approximately correct (PAC).

\textsuperscript{11}Anthony and Biggs (1992), Kearns and Vazirani (1994) provide good introductions to the PAC framework.
The terms ‘sufficiently similar’ and ‘high confidence’ are parameters of the system; i.e. the point in the text by which point the learner must converge is dependent only on these parameters, and not anything else (such as the probability distribution over the well-formed expressions).

As in the Gold framework, key results are negative. Most of the major classes in the Chomsky hierarchy are not PAC-learnable. In fact, not even the class of finite languages is PAC-learnable (recall that it is Gold-learnable). Thus, changing learning frameworks does not change the basic results. An appendix at the end of the chapter formalizes the PAC model and proves these negative results.

3.3 Summary of Negative Results

Both the Gold and PAC learning frameworks make clear the fundamental problem of induction that lies at the heart of the learning problem in linguistics. If the class of patterns to be learned is too large and unrestricted, then no learner makes enough distinctions to learn any pattern within that class. In both frameworks, the core classes of the Chomsky Hierarchy are too vast (Figure 2.1) for any learner to succeed. It is important to realize that although the PAC and Gold frameworks are different—one is not a generalization of the other nor is one an instantiation of the other—they agree in this respect.

Thus the simplifying measures adopted in this dissertation do not lead to a trivialization of the learning problem. It is not known, even if grammars are categorical (which they probably are not), even if the input to the learner is perfect (which it is not), which inductive principles children could employ to generalize correctly from finite experience to the kinds of phonotactic patterns discussed earlier in this chapter.

It is true that any finite collection of languages is identifiable in the limit and
PAC-learnable, and that both the P&P and OT frameworks predict only finitely many grammars (because there are finitely many a priori parameters or constraints). Therefore, it follows trivially that they are Gold- and PAC- learnable. We may wonder then what the finite state characterizations buy us if we are after (at least) Gold-learnability. However, the learner in Gold’s proof makes no interesting generalizations at all because it takes no advantage of any interesting property of the languages within the class, much less of any interesting property that those languages share to the exclusion of logically possible languages outside the class. Even if the hypothesis space is finite (and therefore trivially Gold-learnable), it is still necessary to develop a learner which learns this particular class as opposed to some other logically possible class that happens to be finite (see discussion in Chapter 1 §2).

3.4 Positive Results

Despite the negative results in the Gold and PAC frameworks, the learning problem is not insurmountable or unapproachable, however. It is known that certain hypothesis spaces which cut across the major Chomskyian classes are learnable within these frameworks. For example, Angluin (1982) demonstrates that the reversible languages are efficiently identifiable in the limit. Similarly Kanazawa (1996) demonstrates that a certain class of languages recognizable by categorical grammars are also identifiable in the limit. Yokomori (2003) also shows that a subset of the context free languages is identifiable in the limit. Interesting language classes can be learned in variants of the PAC model (i.e. where the point in the text is determined by additional parameters in the system, e.g. Clark and Thollard (2004)). Typically, these precedents provide learners whose inductive principles relate directly to properties of the target class. This is a very natural notion—that the properties of the target class and properties of the learner are tightly intertwined and are not
4 A Research Strategy

Results in formal learning theory suggest a strategy: identify properties which define some small class of languages—which contain natural language patterns—whose properties naturally provide inductive principles for learning. What are these properties for the subset shown in Figure 2.6? Answering this question is beyond the scope of the present work which only seeks to shed light on how phonotactic patterns of the kind described earlier can be learned. Thus the problem tackled here is really the one restricted to regular sets as shown in Figure 2.7.

However, it is possible to push this idea even further. Recall from chapter 1 the main thesis in (1) repeated here:

\[(11) \text{ Properties of the learning mechanism explain patterns found in natural language.}\]

In Chapter 1, we saw that it follows naturally from this thesis that different classes of patterns are expected to have different learners. In this chapter, we have seen within the domain of phonotactics, the classes of patterns that are found are not the same. If this perspective is right, then different inductive principles may be necessary to learn different subsets of the regular languages which, as shown in Figure 2.8.

This idea has precedent. For example, in phonology, researchers have already proposed that phonotactic grammars be learned prior to the grammars which govern phonological alternations (Albright and Hayes 2003b, Hayes 2004, Prince and Tesar 2004). This proposal is consistent with acquisition studies which show that it
Figure 2.6: Locating Human Languages in the Chomsky Hierarchy
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Figure 2.8: Locating Phonotactic Patterns in the Regular Languages (II)
is likely that children possess some phonotactic knowledge at an early age (Friederici and Wessels 1993, Jusczyk et al. 1993a,b, 1994), probably before they have knowledge of morphology and alternations. On this empirical basis, phonologists are already proposing different learning mechanisms for different aspects of the whole phonological grammar. Of course one can question how far one should go in developing different learners for different classes of patterns. However, diversification often precedes unification, and I expect the same principle to be at work here.

When we have a better understanding of different learning functions, and how the ranges of these learning functions relate to the patterns found in natural language, linguists will be in a much better position to find principles or properties of human languages and learning that make it possible for children to acquire a language despite their limited experience. I believe the strategy adopted here leads us closer to this goal.

5 Summary

This chapter introduced three broad classes of phonotactic patterns, explained what phonotactic knowledge is, and argued that it is useful to represent such knowledge as finite state acceptors. This chapter introduced two frameworks which allow the learning problem in linguistics to be studied carefully and concluded that the simplifying assumptions made in this dissertation did not lead to a trivialization of the problem. Finally, results in formal learning theory suggest that key properties of natural languages will be intertwined with the properties of the learner.
Appendices

B–1 A Formal Treatment of the Gold Framework

I assume some enumeration of the recursively enumerable (r.e.) languages for the purposes of this section. Thus each r.e. language is uniquely identified by a natural number. This number is a grammar in the sense that one can recover the language by looking it up in the enumeration. The language of a particular grammar $G$ is denoted $L(G)$. I assume the notations introduced in Appendix A–1.

B–1.1 Definitions

Here the Gold framework is established precisely and two significant results are given. We begin by defining the linguistic environment as a text.

A text is an infinite sequence over $\Sigma^* \cup \{\epsilon\}$ where $\epsilon$ represents a non-expression. I.e. $t : \mathbb{N} \rightarrow \Sigma^* \cup \{\epsilon\}$. As is usual, the $i$th element of $t$ is denoted $t(i)$. We denote with $t[i]$ the finite sequence $t(0), t(1), \ldots t(i)$. Following Jain et al. (1999), let $SEQ$ denote the set of all possible finite sequences $\{t[i] : t$ is a text and $i \in \mathbb{N}\}$.

I use the word content to describe the range of a text. The content of a text $t$ is

$$content(t) = \{w \in \Sigma^* : \exists n \in \mathbb{N} \text{ such that } t(n) = w\}$$

A text $t$ is a text for a language $L$ iff $content(t) = L$. Similarly, the content of a first part of a text is defined:

$$content(t[i]) = \{w \in \Sigma^* : \exists n \leq i \text{ such that } t(n) = w\}$$

A text $t$ is a positive text for a language $L$ iff $content(t) = L$. In other words, every expression in $L$ occurs somewhere in a positive text for $L$.

A learner is a function $\phi$ which maps finite sequences to grammars, where each
grammar \( G \) determines by the enumeration some language \( L(G) \). Thus, \( \phi : \text{SEQ} \to \mathbb{N} \). Note that a learner can be a partial function. A learner *converges on a text* \( t \) iff there exists \( i \in \mathbb{N} \) and a grammar \( G \) such that for all \( j > i \), \( \phi(t[j]) = G \).

A learner \( \phi \) *identifies a language* \( L \) *in the limit* iff for any positive text \( t \) for \( L \), \( \phi \) converges on \( t \) to grammar \( G \) and \( L(G) = L \). Finally, we extend the notion of identification in the limit to classes of languages. A learner \( \phi \) *identifies a class of languages* \( \mathcal{L} \) *in the limit* iff for any \( L \in \mathcal{L} \), \( \phi \) identifies \( L \) in the limit. In such a case, we say \( \mathcal{L} \) is *identifiable in the limit*.

These definitions establish the Gold framework. It is easy to see directly from these definitions that if a class of languages \( \mathcal{L} \) is not identifiable in the limit, then no superset of \( \mathcal{L} \) is either.

**B–1.2 Any Superfinite Class is not Gold-learnable**

The negative results of the Gold framework are made precise in Theorem 4. First, however, we begin by proving the Gold-learnability of any language class which is a finite collection of languages. Then we establish Angluin’s (1980) characterization of Gold-learnable language classes, by which it becomes easy to see that no ‘superfinite’ (all finite languages and at least one infinite language) class of languages is identifiable in the limit.

**Theorem 1** Let \( \mathcal{L}_{\text{fin}} \) be the class of finite languages. That is, \( L \in \mathcal{L}_{\text{fin}} \) iff \( |L| \) is finite. Then \( \mathcal{L}_{\text{fin}} \) is identifiable in the limit.

**Proof:** Consider any \( L \in \mathcal{L}_{\text{fin}} \), and let \( \phi(t[i]) \) be the first grammar in the enumeration such that \( L(G) = \text{content}(t[i]) \). Consider any positive text \( t \) for \( L \). Then since \( |L| \) is finite and \( \text{content}(t) = L \), the \( |\text{content}(t)| \) is finite also. Thus there is \( i \in \mathbb{N} \) such that \( \text{content}(t[i]) = L \) and \( \text{content}(t[i - 1]) \subset L \). Hence for any \( j \geq i \),
\[ content(t[j]) = L \] as well. Therefore, \( \phi(t[i]) = G \) such that \( L(G) = L \) and for any \( j > i, \phi(t[j]) = G \) such that \( L(G) = L \) as well. \( \square \)

In order to establish the main result, it will be necessary to review Blum and Blum’s (1975) theorem on locking sequences, which define a necessary condition on any Gold-learnable class of languages.

**Theorem 2** Suppose a learner \( \phi \) identifies a language \( L \) in the limit. Then there is some \( \sigma \in SEQ \) such that

1. \( content(\sigma) \subset L \)
2. \( \phi(\sigma) = G \) where \( L(G) = L \).
3. for any \( \tau \in SEQ \) such that \( content(\tau) \subseteq L, \phi(\sigma \diamond \tau) = \phi(\sigma) \).

In other words, if a learner identifies a language \( L \) in the limit, then there is point in some text in which the learner is ‘locked’ into a particular grammatical hypothesis.

**Proof:** The proof is by contradiction. If the theorem is not true, it must be the case that for every \( \sigma \in SEQ \) such that (1) and (2) above are true, there is a \( \tau \in SEQ \) such that \( content(\tau) \subseteq L \), but \( \phi(\sigma \diamond \tau) \neq \phi(\sigma) \).

If this is true, then it is possible to construct a positive text for \( L \) with which \( \phi \) fails to converge, thus contradicting the initial assumption that \( \phi \) identifies \( L \) in the limit. It will be helpful to consider some positive text \( t(0), t(1), t(2), \ldots, t(n), \ldots \). Construct the new text \( q \) recursively as follows. Let \( q^{(0)} = t(0) \). Note that \( content(q^{(0)}) \) is a subset of \( L \). \( q^{(n)} \) is determined according to the following cases:

**Case 1.** \( \phi(q^{(n-1)}) = G \) where \( L(G) = L \). Then let \( q^{(n)} = q^{(n-1)} \diamond \tau \diamond t(n) \). We know \( \tau \) exists by the reductio assumption. Note also that \( content(q^{(n)}) \) is a subset of \( L \).
Case 2. $\phi(q^{n-1}) \neq G$. Then let $q^{(n)} = q^{(n-1)} \triangleright t(n)$. As in the other case, $\text{content}(q^{(n)})$ is a subset of $L$.

Since $\text{content}(t) = L$ (because $t$ is a positive text for $L$), and since an element of the $t$ is added to $q$ at every step in its construction, $\text{content}(q) = L$. I.e. $q$ is a positive text for $L$.

However, $\phi$ fails to converge on the text $q$ because for every $i \in \mathbb{N}$ such that $\phi(q^{(i)}) = G$ where $L = L(G)$, there is a later point $q^{(i+1)}$, where $\phi(q^{(i+1)})$ does not equal $G$ by the construction above (Case 1). Therefore, we contradict the original assumption that $\phi$ identifies $L$ in the limit and the reductio assumption is false, proving the theorem. \hfill $\square$

Now it is possible to state the a property of all classes of languages which are identifiable in the limit. A crucial concept is the characteristic sample of a language in some class, defined below.

**Definition 3** Any finite $S \subseteq \Sigma^*$ is a characteristic sample of a language $L \in \mathcal{L}$ iff $S \subseteq L$ and for any $L' \in \mathcal{L}$ which contains $S$, $L \subseteq L'$.

If a learner guesses language $L$ upon observing a characteristic sample for $L$ (for some class of languages which includes $L$, then it is guaranteed that the learner has guesses the smallest language in the class which contains the sample. Thus the learner has not overgeneralized as no other language in the class of languages which includes the sample is strictly contained within $L$.

Angluin’s theorem states that a class of languages is identifiable in the limit iff every language in the class has a characteristic sample.\textsuperscript{12}

**Theorem 3** (Angluin 1980) Let $\mathcal{L}$ be some collection of languages. $\mathcal{L}$ is identifiable in the limit iff there exists a characteristic sample for each $L \in \mathcal{L}$.

\textsuperscript{12}This version of the theorem is less powerful than the one given in Angluin (1980) which shows these classes of languages have computable learners.)
Proof: \((\Rightarrow)\) Suppose \(L\) is identifiable by \(\phi\). By Theorem 2, there is a locking sequence \(\sigma\) for \(L\). We show that the \(\text{content}(\sigma)\) is a characteristic sample for \(L\). First, since locking sequences are finite, \(\text{content}(\sigma)\) is finite too. Now for contradiction assume that there is some \(L'\) in \(L\) such that \(\text{content}(\sigma) \subseteq L'\) and \(L' \subset L\). Then \(\phi\) fails to identify \(L'\) on a text \(t\) for \(L'\) where \(t = \sigma \diamond \tau\) since, by Theorem 2, \(\phi(\sigma) = G\) where \(L(G) = L\).

\((\Leftarrow)\) Assume that every \(L \in L\) has a characteristic sample \(S_L\) (if there is more than one pick one for each \(L\)). Assume some enumeration of grammars and let \(\phi(t[i])\) be the first grammar in the enumeration such that \(S_{L(G)} \subseteq \text{content}(t[i]) \subseteq L(G)\) if it exists, otherwise let it be the first grammar in the enumeration.

Now consider any \(L \in L\), any text \(t\) for \(L\) and let \(G\) be the \(n\)-th grammar in the enumeration, but the first such that \(L(G) = L\). Since \(S_{L(G)}\) is finite, there is an \(i_1\) such that \(S_{L(G)} \subseteq \text{content}(t[i_1]) \subseteq L(G)\). Thus for all \(j \geq i_1\), \(\phi(t[j])\) returns \(G\) unless there is some \(G'\) earlier in the enumeration such that \(S_{L(G')} \subseteq \text{content}(t[i_1]) \subseteq L(G')\) (where \(L(G') \in L\)).

However, we can find \(i_2 \geq i_1\) which ensures that no such \(G'\) exists. To see this, suppose there is some \(G'\) earlier in the enumeration such that \(S_{L(G')} \subseteq \text{content}(t[i_1]) \subseteq L(G')\). Then \(L(G')\) cannot properly include \(L\) because \(S_{L(G')}\) is a characteristic sample for \(G'\) and both \(L, L(G') \in L\). Thus there must be some sentence \(s\) in \(L\) that is not in \(L(G')\). Since text \(t\) is a text for \(L\), there is a \(k\) such that \(s \in \text{content}(t[k])\). Thus for any \(j \geq k\), \(\phi(t[j]) \neq G'\) since \(s \notin L(G')\) and thus \(\text{content}(t[j]) \not\subseteq L(G')\). Thus, for each \(G_m\) (such that \(L(G_m) \in L\)) which occurs earlier in the enumeration than \(G\) (i.e. \(m < n\)), there is some \(k_m\) such that \(\text{content}(t[k_m]) \not\subseteq L(G_m)\). It is easy to see now that by simply letting \(i_2\) be the largest element of \(\{i_1\} \cup \{k_m : 0 \leq m < n\}\), we guarantee that for any \(j \geq i_2\), \(\phi(t[j]) = G\). \(\Box\)
Consequently, it is now easy to show that no superfinite class of languages is identifiable in the limit.

**Theorem 4** (Gold 1967) Let \( \mathcal{L} \) be any class of languages equal to \( \mathcal{L}_{\text{fin}} \cup \{L'\} \) where \( |L'| \) is countably infinite. Then \( \mathcal{L} \) is not identifiable in the limit.

**Proof:** Every finite subset \( L_0 \) of \( L' \) is such that there exists \( L \in \mathcal{L}, L_0 \subseteq L \subseteq L' \). Thus there is no characteristic sample for \( L' \) and by Theorem 3, no \( \phi \) identifies \( \mathcal{L} \) in the limit. \( \square \)

Since no superset of non-Gold-learnable class of languages is identifiable in the limit, we immediately obtain Gold’s (1967) result.

**Corollary 1** The class of regular, context-free, context-sensitive, and recursively enumerable languages are not identifiable in the limit.

### B–2 A Formal Treatment of the PAC Framework

#### B–2.1 Definitions

The PAC learning framework was first introduced by (Valiant 1984). See Anthony and Biggs (1992), Kearns and Vazirani (1994) and Niyogi (2006) for good introductions.

We assume a probability distribution \( P \) over \( \Sigma^* \). I.e. for all \( w \in \Sigma^* \), \( 0 \leq P(w) \leq 1 \) and \( \sum_{w \in \Sigma^*} P(w) = 1 \).

Since the PAC framework allows the learner access to both positive and negative evidence, the definition of a text must be redefined to accomodate the inclusion of negative evidence. Let the *characteristic function* for a language \( L \) be defined as
follows:
\[
f_L(w) = \begin{cases} 
1 & \text{iff } w \in L \\
0 & \text{otherwise}
\end{cases}
\]

A \textit{(pac) text} for a language \( L \) is an infinite sequence:
\[
\{(w_0, c_0), (w_1, c_1), \ldots : w_i \in \Sigma^* \text{ and } c_i = f_L(w_i)\}
\]

As before, Let \( SEQ_{pac} \) denote the set of all texts restricted to finite length.

A \textit{(pac) learner} is a function \( \phi \) from first which maps elements of \( SEQ_{pac} \) to grammars. Note that a learner can be a partial function.

In order to quantify the amount of error that exists between a learner’s hypothesized language and the target language, it is necessary to introduce a distance metric over the language space. For any two languages \( L, L' \) and define the distance between the two languages as follows:

\[
d(L, L') = \sum_{w \in \Sigma^*} |f_L(w) - f_{L'}(w)|P(w)
\]

Now we can define what it means for a language class to be PAC-learnable. A class of languages \( \mathcal{L} \) is PAC-learnable if and only if there exists a learner \( \phi \) which, for any probability distribution \( P \) over \( \Sigma^* \), for any \( L \in \mathcal{L} \), and for all \( 0 \leq \epsilon \leq 1/2, 0 \leq \delta \leq 1/2 \), then with probability greater than \( 1 - \delta \), there exists \( m(\epsilon, \delta) \) such that for any \( \sigma \in SEQ_{pac} \) such that \( |\sigma| > m(\epsilon, \delta) \), \( d(L(\phi(\sigma)), L) < \epsilon \).

\section*{B–2.2 The VC Dimension}

Blumer et al. (1989) prove a necessary and sufficient condition on classes that are PAC-learnable: they have finite Vapnik-Cherveonkis (VC) dimension. The VC dimension is a measure of class complexity and so this result establishes a deep nontrivial relationship between class complexity and learning. The proof in Blumer
et al. (1989) is too involved to reproduce here, but I use this result to establish that even the class of finite languages is not learnable.

The following definitions establish the meaning of the VC dimension (Kearns and Vazirani 1994). Given a space $X$ and a concept class $A \subseteq 2^X$. We say that for a sample $S \subseteq X$, $A$ shatters $S$ if and only if $A$ picks out every subset of $S$, i.e. if and only if $\forall x \in 2^S, \exists G \in A$ such that $G \cap S = x$. The Vapnik Chervonekis Dimension of $X$, denoted $\text{VCD}(X)$, is equal to the cardinality of the largest set $S$ shattered by $X$. If arbitrary large finite sets of $S$ can be shattered by $C$, then $\text{VCD}(X) = \infty$.

**B–2.3 The Class of Finite Languages is not PAC-learnable**

We use Blumer et. al.'s (1989) result to show that no class of languages shown in the Chomsky Hierarchy in Figure 2.1 is PAC-learnable.

**Theorem 5** $\mathcal{L}_{\text{fin}}$ has infinite VC dimension.

**Proof:** Consider any finite sample $S \subseteq \Sigma^*$. Clearly, for any subset $T$ of $S$, there exists $L \in \mathcal{L}$ such that $L \cap S = T$, namely $L = T$. Thus $S$ is shatterable. Since $S$ was arbitrary, $\text{VCD}(\mathcal{L})$ is infinite. \hfill $\Box$

**Corollary 2** The class of finite languages is not PAC-learnable.

**Corollary 3** The classes of regular, context-free, context-sensitive, and recursively enumerable languages are not PAC-learnable.
B–3 Finite State Acceptors

B–3.1 Definition

An acceptor $A$ is a quadruple $(Q, I, F, \delta)$ such that $Q$ is finite, $I$ and $F$ are subsets of $Q$ and $\delta$ is map from $Q \times \Sigma$ to subsets of $Q$. The set $Q$ contains the states of $A$. $I$ denotes the initial states and $F$ denotes the final states of $A$. The transition function is denoted by $\delta$.

B–3.2 Extending the Transition Function

The transition function can be extended naturally to map a set of states and a string to a set of states. First,

$$\delta(Q, a) = \{ \delta(q, a) : q \in Q \}$$

Next, the transition function is extended over strings:

$$\delta(Q, u) = \begin{cases} 
\text{if } u = \lambda \text{ then } Q \\
\bigcup \{ \delta(\delta(q), w), a) : q \in Q, a \in \Sigma \text{ and } u = wa \}
\end{cases}$$

For $p, q \in Q$, if $q \in \delta(\{p\}, u)$ we say $u$ transforms $p$ to $q$. Likewise, if $Q_1 = \delta(Q_0, u)$ we say $u$ transforms $Q_0$ to $Q_1$. We will often write $\delta(q_0, u) = q$ when $\delta(q_0, u) = \{q\}$.

**Lemma 1** For any acceptor $A = (Q, I, F, \delta)$, and for any $q \in Q$, if $u$ transforms $q$ to $q$ then for all $n \in \mathbb{N}$ $u^n$ transforms $q$ to $q$.

**Proof:** Let $A = (Q, I, F, \delta)$, and consider $q \in Q$ and $u \in \Sigma^*$, such that $u$ transforms $q$ to $q$. We do proof by induction. Clearly when $n = 1$, $u^1 = u$ transforms $q$ to itself. Assume for some $n$, $u^n$ transforms $q$ to itself. Since $u$ transforms $q$ to itself, $u^n u = u^{n+1}$ must transform $q$ to itself. This completes the induction and the lemma is proved. \[\square\]
B–3.3 The Language of an Acceptor

An acceptor \( A = (Q, I, F, \delta) \) accepts the string \( u \) iff \( F \cap \delta(I, u) \neq \emptyset \). The language of acceptor \( A \), denoted \( L(A) \) is all \( u \in \Sigma^* \) such that \( A \) accepts \( u \).

B–3.4 Binary Operations

The product of two acceptors \( A = (Q_A, I_A, F_A, \delta_A) \) and \( B = (Q_B, I_B, F_B, \delta_B) \) is equal to \( C = (Q_C, I_C, F_C, \delta_C) \) where
\[
\begin{align*}
Q_C &= Q_A \times Q_B \\
I_C &= I_A \times I_B \\
F_C &= F_A \times F_B \\
\delta_C((q_A, q_B), a) &= \{(q'_A, q'_B) : q'_A \in \delta_A(q_A, a) \text{ and } q'_B \in \delta_B(q_B, a)\}
\end{align*}
\]
for all \( q_C \in Q_C \) and \( a \in \Sigma \)
We write \( A \times B = C \). We also call \( A \) and \( B \) factors of \( C \).

The sum of two acceptors \( A = (Q_A, I_A, F_A, \delta_A) \) and \( B = (Q_B, I_B, F_B, \delta_B) \) is defined provided \( Q_A \cap Q_B = \emptyset \) in which case it is equal to \( C = (Q_C, I_C, F_C, \delta_C) \) where
\[
\begin{align*}
Q_C &= Q_A \cup Q_B \\
I_C &= I_A \cup I_B \\
F_C &= F_A \cup F_B \\
\delta_C &= \delta_A \cup \delta_B
\end{align*}
\]
We write \( A + B = C \). Note that the states of an acceptor can always be renamed without changing the language that it accepts (see §B–3.7 so it is always possible to find the union of two acceptors even if some of the states have the same name.

The proofs for the following two lemmas can be found elsewhere (e.g. Hopcroft et al. (2001)).

**Lemma 2** \( L(A \times B) = L(A) \cap L(B) \).
Lemma 3 \( L(A + B) = L(A) \cup L(B) \).

B–3.5 Reverse Acceptors

The reverse of the transition function is denoted by \( \delta^r \) is defined as

\[
\delta^r(q, a) = \{ q' : q \in \delta(q', a) \text{ for all } a \in \Sigma, q \in Q \}
\]

\( \delta^r \) is extended in a similar fashion as \( \delta \).

The reverse of an acceptor \( A = (Q, I, F, \delta) \) is \( A^r = (Q, F, I, \delta^r) \). Pictorially, the reverse of an acceptor is obtained by reversing the direction of the transition arrows and swapping the initial and final states.

Lemma 4 \( L(A) = (L(A^r))^r \).

Proof: Let \( A = (Q, I, F, \delta) \). Since \( A \) accepts \( u \), \( F \cap \delta(I, u) \neq \emptyset \). However this means there is a final state from which \( \delta^r \) transforms \( u^r \) to some initial state, i.e. \( I \cap \delta^r(F, u^r) \neq \emptyset \). Therefore \( A^r \) accepts \( u^r \), and \( u^r \in L(A^r) \), which means \( u \in (L(A^r))^r \). It is similarly shown that any \( u \in L(A^r)^r \) belongs to \( L(A) \). \( \square \)

B–3.6 Forward and Backward Deterministic Acceptors

An acceptor \( A = (Q, I, F, \delta) \) is forward deterministic iff \( |I| \leq 1 \) and for each state \( q \in Q \) and \( a \in \Sigma \), \( |\delta(q, a)| \leq 1 \). \( A \) is backward deterministic iff \( |F| \leq 1 \) and for each state \( q \in Q \) and \( a \in \Sigma \), \( |\delta^r(q, a)| \leq 1 \). It is easy to show that \( A \) is backward deterministic iff \( A^r \) is forward deterministic. Sometimes, instead of backward deterministic, we say reverse deterministic. An acceptor which is both forward and backward deterministic is called zero-reversible (Angluin 1982).
B–3.7 Relations Between Acceptors

This section is basically verbatim from Angluin (1982). Consider any two acceptors $A = (Q, I, F, \delta)$ and $A' = (Q', I', F', \delta')$.

$A$ is isomorphic to $A'$ iff there is a bijection $h$ from $Q$ to $Q'$ such that $h(I) = I'$, $h(F) = F'$, and for all $q \in Q$ and $a \in \Sigma$ it is the case that $h(\delta(q, a)) = \delta'(h(q), a)$. In other words, two acceptors are isomorphic if, modulo renaming of states, they are the same. If acceptors $A$ and $A'$ isomorphic, then $L(A) = L(A')$.

$A'$ is a subacceptor of $A$ iff $Q' \subseteq Q$, $I' \subseteq I$, $F' \subseteq F$, and for every $q' \in Q'$ and $a \in \Sigma$, $\delta'(q', a) \subseteq \delta(q', a)$. Pictorially, a subacceptor is obtained by removing some states and transitions from the diagram of an acceptor.

B–3.8 Stripped Acceptors

This section is basically verbatim from Angluin (1982).

Let $A = (Q, I, F, \delta)$. If $Q_0$ is a subset of $Q$, then the subacceptor induced by $Q_0$ is the acceptor $(Q_0, I_0, F_0, \delta_0)$ where $I_0 = I \cap Q_0$, $F_0 = F \cap Q_0$, and $q_0 \in \delta_0(q, a)$ iff $q, q_0 \in Q_0$ and $q_0 \in \delta(q, a)$. A state in $q \in Q$ is useful iff there exist strings $u$ and $v$ such that $q \in \delta(I, u)$ and $F \cap \delta(q, v) \neq \emptyset$. States that are not useful are called useless. An acceptor with no useless states is called stripped. The stripped subacceptor of $A$ is the subacceptor of $A$ induced by the useful states of $A$.

B–3.9 Cyclic Acceptors

A state $q$ in an acceptor $A$ is called cyclic iff there exists a string $u \in \Sigma^+$ such that $u$ transforms $q$ to itself. An acceptor $A = (Q, I, F, \delta)$ is cyclic iff there exists $q \in Q$ which is cyclic. If no such state exists, $A$ is called acyclic. It is well known that an acceptor recognizes an infinite language iff its stripped subacceptor is cyclic.
B–3.10 Languages and the Machines which Accept Them

An acceptor relates the prefixes of a language and their tails. The following lemmas and corollarys help establish language theoretic characterizations of acceptor-based definitions of regular languages later.

Let $A = (Q, I, F, \delta)$ be any acceptor for a regular language $L$ and let $q \in Q$. Let the acceptable suffixes of $q$ are

$$S(q) = \{u : F \cap \delta(q, u) \neq \emptyset\}$$

Similarly, the acceptable prefixes of $q$ are

$$P(q) = \{u : q \in \delta(I, u)\}$$

**Lemma 5** Let $A = (Q, I, F, \delta)$ and denote $L(A)$ with $L$. Then for any $u \in Pr(L)$,

$$T_L(u) = \bigcup\{S(q) : u \in P(q) \text{ for all } q \in Q\}.$$  

**Proof:** Let $A = (Q, I, F, \delta)$ be any acceptor. If $A$ is the empty acceptor then $L$ is the empty language and the above is vacously true so assume $L(A)$ is not empty. Let $L$ denote $L(A)$ and let $u \in Pr(L)$. Let $S_u$ denote $\bigcup\{S(q) : u \in P(q) \text{ for all } q \in Q\}$.

Consider any $v \in S_u$. By definition, $\exists q$ such that $q \in \delta(I, u)$ and $F \cap \delta(q, v) \neq \emptyset$. Thus $A$ accepts $uv$, i.e. $v \in T_L(u)$ hence $S_u \subseteq T_L(u)$. Now consider any $v \in T_L(u)$. Since $A$ accepts $L$, $A$ accepts $uv$. Consequently, $\exists q$ such that $q \in \delta(I, u)$ and $F \cap \delta(q, v) \neq \emptyset$. Thus $v \in S(q) \subseteq S_u$. Hence it is also true that $T_L(u) \subseteq S_u$ so $T_L(u) = S_u$. \hfill \Box$

**Corollary 4** Let $A = (Q, I, F, \delta)$ be any acceptor, let $L$ denote $L(A)$. For all $u_1, u_2 \in Pr(L)$, $T_L(u_1) = T_L(u_2)$ iff $\{S(q) : u_1 \in P(q) \text{ for all } q \in Q\} = \{S(q) : u_2 \in P(q) \text{ for all } q \in Q\}$.

**Corollary 5** Let $A = (Q, I, F, \delta)$ be a forward deterministic acceptor. Let $L$ denote $L(A)$. For all $u_1, u_2 \in Pr(L)$, if $\delta(I, u_1) = \delta(I, u_2)$ then $T_L(u_1) = T_L(u_2)$.  
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B–3.11 Tail Canonical Acceptors

Let $L$ be a regular language. The *tail-canonical acceptor* for $L$ is $A_T(L) = (Q, I, F, \delta)$ defined as follows:

$$
Q = \{ T_L(u) : u \in Pr(L) \}
$$

$$
I = \{ T_L(\lambda) \}
$$

$$
F = \{ T_L(w) : w \in L \}
$$

$$
x \delta(T_L(u), a) = T_L(ua) \text{ iff } u, ua \in Pr(L)
$$

An acceptor isomorphic to the tail-canonical acceptor is called *tail-canonical* or simply *canonical*. For a regular language $L$, the tail-canonical acceptor is the forward deterministic acceptor with the fewest states. There is an efficient procedure for obtaining a tail-canonical acceptor from any forward deterministic acceptor for $L$ (as described in Hopcroft et al. (2001)).

**Lemma 6** Let $L$ be a regular language and let $A_T(L) = (Q, I, F, \delta)$. Now consider any $u_1, u_2 \in Pr(L)$. Then $T_L(u_1) = T_L(u_2)$ iff $\delta(I, u_1) = \delta(I, u_2)$.

**Proof:** The right-to-left direction is immediate from Corollary 5. Then for any $u_1, u_2 \in Pr(L)$ such that $T_L(u_1) = T_L(u_2)$. From the definition of $A_T(L)$, $\delta(I, u_1) = T_L(u_1) = T_L(u_2) = \delta(I, u_2)$. \hfill \square

B–3.12 The Myhill-Nerode Theorem

A right congruence is a partition of $\pi$ of $\Sigma^*$ with the property that $B(w_1, \pi) = B(w_2, \pi)$ iff $B(w_1u, \pi) = B(w_2u, \pi)$ for all $w_1, w_2, u \in \Sigma^*$. For any language $L$, $T_L(w_1) = T_L(w_2)$ iff $T_L(w_1u) = T_L(w_2u)$. Thus, $L$ determines an associated right congruence $\pi_L$ by $B(w_1, \pi_L) = B(w_2, \pi_L)$ iff $T_L(w_1) = T_L(w_2)$. This relation, called the *$L$-equivalence relation* and denoted $\sim_L$, forms the basis for the next theorem,
which establishes a language-theoretic characterization of regular sets (see for more
details (Khoussainov and Nerode 2001)).

\textbf{Theorem 6} A language $L$ is recognizable by a finite state acceptor if and only if
the partition $\pi_L$ induced by the $L$-equivalence relation $\sim_L$ has finite cardinality.

\textbf{Proof:} ($\Rightarrow$) Consider any finite state acceptor $A = Q, I, F, \delta$ and let $L = L(A)$. First define $\pi_A$ as follows:

\[ B(u, \pi_A) = B(v, \pi_A) \text{ iff } \delta(I, u) = \delta(I, v) \]

Since the co-domain of $\delta$ is $2^Q$, the cardinality of $\pi_A$ can be no greater than $2^{|Q|}$. Hence the cardinality of $\pi_A$ is less than this, and is therefore finite. It is easy to see that $\sim_A$ for any $u, v, w \in \Sigma^*$, $u \sim_A v$ iff $uw \sim_A vw$. Consequently if $u \sim_A v$, $uw \in L$ iff $vw \in L$, which implies $u$ and $v$ are $L$-equivalent. It follows from this that every block of the partition $\pi_L$ is a union of the blocks from the $\pi_A$, i.e. $\pi_L$ is coarser than $\pi_A$. Thus the number of blocks in $\pi_L$ is equal to or less than the number of blocks in $\pi_A$, which we know to be finite. Thus, $\pi_L$ is finite.

($\Leftarrow$) Consider any language $L$ such that $\pi_L$ has finite cardinality. Then we can construct the acceptor $A_L = (Q, I, F, \delta)$ defined as follows:

\[ Q = \{ B(u, \pi_L) : u \in Pr(L) \} \]
\[ I = \{ B(\lambda, \pi_L) \} \]
\[ F = \{ B(w, \pi_L) : w \in L \} \]
\[ \delta(B(u, \pi_L), a) = B(ua, \pi_L) \]

Note that $A$ is deterministic. Since there are only finitely blocks in $\pi_L$, $Q$ is finite. It remains to be shown that $L = L(A)$. For any $w$, in $L$, $w$ transforms $B(\lambda, \pi_L)$ to $B(w, \pi_L)$ and since $B(w, \pi_L) \in F$ by definition, $w \in L(A)$. For any
$w \in L(A), B(w, \pi_L)$ must be a final state in $A$ and thus by definition $w \in L$. Thus the theorem is proved. \hfill \Box

Finally, note that the acceptor constructed in the proof is isomorphic to the tail canonical acceptor for $L$.

**B–3.13 Head Canonical Acceptors**

This section introduces some important concepts that will be utilized later, in chapters 3, 4, and especially 5 and 6. I include it here primarily so that it occurs in one place, independent of the many places where the ideas are used. Also, these ideas develop naturally (actually in parallel with) the development we saw in the previous sections of this appendix, so it make sense to include them together in the same appendix.

This section introduces the head canonical acceptor for a regular language $L$, which is the smallest reverse deterministc acceptor which accepts $L$. It is striking that reverse determinism might play a role in natural language, or in fact in any process, due to the ‘moving backward in time’ aspect of reverse determinism. However, the idea here is hardly without precedent in computer science, where two-way processes are commonly employed, e.g. (Viterbi 1967, Baum 1972).\textsuperscript{13}

**B–3.13.1 Background**

In the same way that we developed the notion of prefixes of a language $L$ (see §A–1.5), we can also discuss the suffixes of $L$, which as shown in Lemma 7, bear an interesting relationship to $Pr(L)$.

\textsuperscript{13}Thanks to Stott Parker for bringing up this connection.
**Definition 4** The *suffixes* of a language are defined to be

\[ S_f(L) = \{ u : \exists v \text{ so that } vu \in L \} \]

**Lemma 7** \( Pr(L) = S_f(L^r)^r \).

**Proof:** Consider any \( u \in Pr(L) \). Thus there is a string \( v \) such that \( uv \in L \). Therefore, \( v^ru^r \in L^r \) and \( u^r \in S_f(L^r) \) and \( u \in S_f(L^r)^r \). Likewise, for any \( u \in S(L^r)^r \), it is the case that \( w^r \in S_f(L^r) \). Thus there is some \( v \) such that \( vu^r \in L^r \). It follows that \( u \in Pr(L) \). \( \Box \)

**Corollary 6** \( S_f(L) = Pr(L^r)^r \).

In the same way that the notion of prefixes of a string given a language led naturally to a definition of the tails of that string in that language, the suffixes of a string lead naturally to a definition of what I call the *heads* of the string given that language.

**Definition 5** The right-quotient of language \( L \) and string \( w \), or the *heads* of \( w \) given \( L \), is denoted by

\[ H_L(w) = \{ u : uw \in L \} \]

Thus, \( H_L(w) \neq \emptyset \) iff \( w \in S_f(L) \). Note also that for any \( u \in S_f(L) \), \( H_L^0(u) = \{ \lambda \} \). Finally, note the relationship between the heads of a string for a given language and the tails of that string for that language.

**Lemma 8** For any \( L, w \in L \), \( T_L(w) = H_{L^r}(w^r)^r \).

**Proof:** \( \forall u, w \in \Sigma^*, L \subseteq \Sigma^* \),

\[ u \in T_L(w) \iff uw \in L \iff u^rw^r \in L^r \iff u^r \in H_{L^r}(w^r)^r \iff u \in H_{L^r}(w^r)^r \]

\( \Box \)
Corollary 7 $H_L(w) = T_{L'}(w^r)^r$.

In the same way that an acceptor relates the prefixes of a language with their tails (see §B–3.10), we also establish a relationship between the suffixes of a language and their heads. Recall the definitions of the acceptable suffixes and prefixes of a state $q$ from §B–3.10 (repeated below).

$$S(q) = \{u : F \cap \delta(q, u) \neq \emptyset\}$$

$$P(q) = \{u : q \in \delta(I, u)\}$$

Lemma 9 Let $A = (Q, I, F, \delta)$ be any acceptor for a regular language $L$. Then for any $v \in Sf(L)$, $H_L(v) = \bigcup \{P(q) : v \in S(q) \text{ for all } q \in Q\}$.

Proof: Let $A = (Q, I, F, \delta)$ be any acceptor. If $A$ is the empty acceptor then $L$ is the empty language and the above is vacuously true so assume $L(A)$ is not empty. Let $L$ denote $L(A)$ and let $v \in Sf(L)$. Let $P_v$ denote $\bigcup \{P(q) : v \in S(q) \text{ for all } q \in Q\}$.

Consider any $u \in P_v$. By definition, there exists $q$ such that $q \in \delta(I, u)$ and $F \cap \delta(q, v) \neq \emptyset$. Hence $A$ accepts $uv$, i.e. $u \in H_L(u)$ and $P_v \subseteq H_L(u)$. Now consider any $u \in H_L(v)$. Since $A$ accepts $L$, $A$ accepts $uv$. Consequently, there exists $q$ such that $q \in \delta(I, u)$ and $F \cap \delta(q, v) \neq \emptyset$ which implies $v \in P(q) \subseteq P_v$. Thus it is also true that $H_L(v) \subseteq P_v$ so $H_L(v) = P_v$. □

Corollary 8 Let $A = (Q, I, F, \delta)$ be any acceptor and let $L$ denote $L(A)$. For all $v_1, v_2 \in Sf(L)$, $H_L(v_1) = H_L(v_2)$ iff $\bigcup \{P(q) : v_1 \in S(q) \text{ for all } q \in Q\} = \bigcup \{P(q) : v_2 \in S(q) \text{ for all } q \in Q\}$.

Corollary 9 Let $A = (Q, I, F, \delta)$ be a reverse deterministic acceptor for $L$. For all $v_1, v_2 \in Sf(L)$, If $\delta^r(F, v_1^r) = \delta^r(F, v_2^r)$ then $H_L(v_1) = H_L(v_2)$.

As a consequence of Lemma 9 and Lemma 5, the states in an acceptor define a relation from subsets of $Pr(L)$ to subsets of $Sf(L)$. 
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Now we can introduce the head canonical acceptor. Let $L$ be a regular language.

The *head-canonical acceptor* for $L$ is $A_H(L) = (Q, I, F, \delta)$ defined as follows:

$$
Q = \{ H_L(u) : u \in Sf(L) \} \quad \text{if} \ L \neq \emptyset, \ \text{otherwise} \ Q = \emptyset
$$

$$
I = \{ H_L(w) : w \in L \}
$$

$$
F = \{ H_L(\lambda) \}
$$

$$
\delta(H_L(au), a) = H_L(u) \quad \text{if} \ u, au \in Sf(L)
$$

The head-canonical acceptor is typically not forward deterministic. It is however, the acceptor with the fewest states for a regular language $L$ that is backward deterministic. Acceptors isomorphic to the head-canonical acceptor are called *head-canonical*. For some regular language $L$ there is an efficient procedure for finding a head-canonical acceptor given any other backward deterministic acceptor for $L$. This has not been described anywhere to my knowledge but the algorithm is analogous to the one used to obtain tail-canonical isomorphic acceptors.\(^{14}\)

**Lemma 10** Let $L$ be a regular language and let $A_H(L) = (Q, I, F, \delta)$. Then for any $v_1, v_2 \in Sf(L)$, $H_L(v_1) = H_L(v_2)$ iff $\delta^r(F, v_1^r) = \delta^r(F, v_2^r)$.

**Proof:** The right-to-left direction is immediate from Corollary 9. Now consider any $v_1, v_2 \in Sf(L)$ such that $H_L(v_1) = H_L(v_2)$. From the definition of $A_H(L)$, $\delta^r(F, v_1^r) = H_L(v_1) = H_L(v_2) = \delta^r(F, v_2^r)$. \(\Box\)

Here are some examples to see the differences between the head and tail canonical acceptors.

\(^{14}\)Similarly, just as there is an algorithm which can forward determinize any acceptor for some $L$ (but not necessarily efficiently), there is a similar algorithm which can always backward determinize any acceptor for some $L$. 69
**Example 1** This example gives a regular language representative of the stress pattern of Hopi (limited to strings of light syllables). Hopi generally places stress on the penultimate syllable, but in words with two syllables or less, stress falls initially. Here, 1 indicates primary stress and 0 indicates no stress. Note that if the head-

![](image1.png)

Figure 2.9: A Tail-canonical Acceptor for $L = \{1, 10, 010, 0100, 01000, \ldots \}$
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Figure 2.10: A Head-canonical Acceptor for $L = \{1, 10, 010, 0100, 01000, \ldots \}$

canonical acceptor were reversed it would be deterministic. In fact, as is proved below in Theorem 7, the reverse of the head canonical acceptor is the tail-canonical acceptor for $L^r$.

**Example 2** The language accepted by the acceptor below accepts only words with an even number of 0s and 1s. Note that in this example, the tail-canonical acceptor is isomorphic to the head-canonical acceptor. Languages which have this property are forward and backward deterministic; i.e they are zero-reversible (Angluin 1982).

Finally, we prove a non-trivial relationship between the tail and head canonical acceptors.
Figure 2.11: A Tail-canonical Acceptor for \( L = \{ \lambda, 00, 11, 0011, 1100, 0101, \ldots \} \)

Figure 2.12: A Head-canonical Acceptor for \( L = \{ \lambda, 00, 11, 0011, 1100, 0101, \ldots \} \)
Theorem 7 Let \( L \) be a regular language. Then \( A_H(L) \) is isomorphic to \( A_T(L^r)^r \).

Proof: Let \( L \) be a regular language and let \( A_T(L) = (Q_T, I_T, F_T, \delta_T) \) and \( A_H(L) = (Q_H, I_H, F_H, \delta_H) \). The bijection we need is \( h(L) = L^r \).

First we establish the mapping between states. Let \( A_T(L^r) = (Q_T, I_T, F_T, \delta_T) \) so \( A_T(L^r)^r = (Q_T, F_T, I_T, \delta_T^r) \). Then by definition \( Q_T = \{ T_{L^r}(u) : u \in Pr(L^r) \} \). For any \( u \in Pr(L^r) \), \( T_{L^r}(u) = H_L(u^r)^r \) by Lemma 8. So \( h(T_{L^r}(u)) = h(H_L(u^r)^r) = H_L(u^r) \). Since \( u \in Pr(L^r), u^r \in Pr(L^r)^r \). But \( Pr(L^r)^r = Sf(L) \) by Corollary 6 so \( u^r \in Sf(L) \). Hence \( H_L(u^r) \in Q_H \) from the definition of the head canonical acceptor.

Consider next \( F_{T^r} \). As above, for any \( u \in L^r \), \( h(T_{L^r}(u)) = h(H_L(u^r)^r) = H_L(u^r) \). Since \( u^r \in L \), \( H_L(u^r) \in I_H \) by definition of the head canonical acceptor.

Next consider \( I_{T^r} \). As above, \( h(T_{L^r}(\lambda)) = h(H_L(\lambda)^r) = H_L(\lambda) \), which belongs to \( F_H \) by definition of the head canonical acceptor.

Finally for any \( u \in Pr(L^r), a \in \Sigma, \delta_{T^r}(T_{L^r}(u), a) = T_{L^r}(ua) \) whenever \( u, ua \in Pr(L^r) \) so \( \delta_{T^r}(T_{L^r}(ua), a) = T_{L^r}(u) \). It remains to be shown that \( h(\delta_{T^r}(T_{L^r}(ua), a)) = \delta_H(h(T_{L^r}(ua)), a) \).

We show that both \( h(\delta_{T^r}(T_{L^r}(ua), a)) \) and \( \delta_H(h(T_{L^r}(ua)), a) \) equal \( H_L(u^r) \). Since \( \delta_{T^r}(T_{L^r}(ua)) = T_{L^r}(u) \) by definition of \( \delta_{T^r} \). But \( T_{L^r}(u) = H_L(u^r)^r \) by Lemma 8, so \( h(\delta_{T^r}(T_{L^r}(ua), a)) = h(H_L(u^r)^r) \). By definition of \( h \), this equals \( H_L(u^r) \), which is equivalent to \( \delta_H(H_L(au^r), a) \) by definition of \( \delta_H \). Now \( H_L(au^r) = h(H_L(au^r)^r) \) (because for any \( L \), \( (L^r)^r = L \)) and \( h(H_L(au^r)^r) = h(T_{L^r}(ua)) \) also by Lemma 8. Thus, \( \delta_H(h(T_{L^r}(ua))) \) equals \( H_L(u^r) \), which as proven equals \( h(\delta_{T^r}(T_{L^r}(ua), a)) \). Thus the theorem is proved.
CHAPTER 3

Patterns over Contiguous Segments

1 Overview

In the last chapter I motivated an approach to the problem of phonotactic learning that requires identifying properties which define learnable subclasses of the regular languages which include the kinds of phonotactic patterns attested in the world’s languages. In this chapter, two general schemes in which it can be understood how particular inductive principles can learn particular subsets of the regular languages are presented. One scheme is known as state merging (Biermann and Feldman 1972, Angluin 1982). The other I call string extension learning. These concepts are illustrated by showing how a categorical version of an $n$-gram model, a popular model in natural language processing which learns constraints over contiguous segments, is actually an instantiation of both of these more general schemes. The significance of this fact is that these more general concepts—state merging and string extension learning—are really vehicles for investigating the consequences of many possible inductive principles, some of which are explored in later chapters.

Although the $n$-gram based learning function studied here is easily expressible as an example of both string extension learning and state merging, it is not the case that any learner in one framework is easily expressible in the other. This is made clear by the learners in chapters 4 and 5. Thus, it really is necessary to present the two frameworks independently.
In §2, I define \( n \)-gram grammars and languages and develop a running example of a trigram grammar and language. In §3, I present a simple learner for \( n \)-gram languages which introduces the core idea behind string extension learning. In §4, I introduce the idea of state merging as a means by which generalization can occur. In §5, I make clear the inductive principle in play when learning \( n \)-gram languages and show how to instantiate it in the state merging framework. Finally, in §6, I investigate whether \( n \)-gram languages are appropriate characterizations of phonotactic patterns in general, and patterns over contiguous segments in particular. §7 summarizes the key developments of this chapter.

2 N-gram Grammars and Languages

\( N \)-gram grammars are categorical versions of \( n \)-gram models, which are a popular platform in many natural language processing scenarios (Manning and Schütze 1999, Jurafsky and Martin 2000). The \( n \)-gram model, originally conceived, is a way to predict the next element of a sequence given only the \( n - 1 \) previous elements. They play significant roles in many areas of natural language processing, including augmentative communication (Newell et al. 1998), spelling-error correction (Mays et al. 1991), part of speech tagging (Brill 1995), and speech recognition (Jelenik 1997).

\( N \)-gram models can also be used to compute a well-formedness value for a given word, based on the likelihood of the various contiguous sequences of segments found within the word. The idea equates transitional probabilities with well-formedness. Assuming that prohibited sequences occur with much less frequency than well-formed sequences, the model, once trained, will assign smaller well-formedness values to novel words containing those ill-formed sequences. For example, the cluster
stw occurs very infrequently in corpora of English. Consequently in a trained tri-gram model, the probability that a \( w \) follows the sequence \( st \) in English is very low; this low probability will bring down the well-formedness score of a possible word with an \( stw \) cluster. \( N \)-gram models can thus be thought of as a list of sequences of length \( n \), each associated with some value between 0 and 1, which indicates its well-formedness (or likelihood).

I now define a categorical \( n \)-gram model, as opposed to the probabilistic variety. To distinguish these from their statistical counterparts, I call them \( n \)-gram grammars as opposed to models. There are two reasons for using a categorical grammar as opposed to a statistical model. First, it makes clear the hypothesis space that \( n \)-gram models operate within as well as the character of the languages within this space. This is important because many of the modifications and extensions that are made to basic \( n \)-gram models typically leave the character of the hypothesis space essentially intact. Second, it makes clear that \( n \)-gram based learning is an instantiation of two more general techniques called string extension learning (to be discussed in §3) and state merging (to be discussed in §4), both of which play a crucial role in subsequent chapters.

An \( n \)-gram grammar is simply a set of allowable sequences of length \( n \) in the language. The idea is that a word is well-formed iff every \( n \)-length subsequence in the word is licit; i.e. in the grammar. Such a language is called an \( n \)-gram language. Grammars of this kind—that is, grammars which determine whether a word is in its language by checking whether the result of some function applied to the word is a subset of the grammar—I call string extension grammars. In the case of the \( n \)-gram grammars, the relevant function is the one that returns the \( n \)-grams in a given word. String extension grammars are formally defined in Appendix C–1 and

\footnote{The cluster \textit{staw} is not a legal onset cluster in English and is only found in compounds or across word boundaries as in \textit{must win} (Clements and Keyser 1983).}
have a number of interesting properties, some of which I make clear below.

Consider as an informal example, a language whose syllabic template is CV(C). (Yawelmani Yokuts, discussed in Chapter 2 §1.1, is such a language.) Words like those given in (1) obey the syllabic template whereas words like those in (2) do not.

(1) a. ka d. sak
    b. puki e. bedko
    c. kitepo f. piptapu

(2) a. *t g. *slak
    b. *ak h. *partpun
    c. *gast i. *manakk

To help with exposition, I will use the symbols C and V to stand for any consonant and any vowel respectively. The trigram grammar $G$ which generates the CV(C) pattern in (1) is given in (3). The symbol ‘#’ indicates the word boundary.

(3) $G = \{\#CV, CVC, VCV, VCC, CCV, CV#, VC#\}$

The well-formed words this grammar generates are all the words in which every subsequence of length three is present in the grammar. Thus words such as (a) in (1) has two subsequences of length three: #ka and ka#, which translate to #CV, CV#, respectively, and both of which are in the grammar; hence, $ka$ is in the trigram language generated by $G$ in (3). Similarly the trigram grammar $G$ rejects a word like (a) in (2) because its one subsequence of length three #t# (translated to #C#) is not present in the grammar. Hence, t is not in the trigram language generated by the grammar.

\[2\] Alternatively we can think of the grammar only ‘seeing’ the consonantal feature in the segments which make up the words above (cf. Heinz (2006a)).
Later it will be shown that the grammar in (3) is equivalent to the finite state machine in Figure 3.1. This machine only accepts words in which every contiguous subsequence of length three is in the grammar in (3). It rejects all other words.

![Figure 3.1: The CV(C) Syllable Structure Constraint](image)

**3 Learning N-gram Languages as String Extension Learning**

First, however we show a simple way the grammar in (3) can be obtained from a list of finite examples. As will be explained below, this learning procedure is an instantiation of string extension learning. The initial state of the learner’s grammar is empty. All the learner does is record the subsequences of length three in observed words and translate them to sequences of Cs and Vs. For example, the table below shows how the grammar grows with each successive time step. New trigrams added to the grammar are given in bold.

Since the grammar $G$ in (3) only generates words which obey the CV(C) template, no additional words will add any new sequences to the grammar in the last timestep in Table 3.1. Note that the learner generalizes tremendously on the basis of these few forms. For example, although it has not seen a CVCVC word, it knows that such a word is well-formed because each subsequence of length three which makes up a CVCVC word is in its grammar. In this way, the learner which records

---

Because the $n$-gram languages (for some $n$) are finite in number, there are many learners which can identify this class (Jain et al. 1999, Osherson et al. 1986). The learner I present is natural, however, in the sense that it can only learn this language class.
Table 3.1: Trigram Learning the CV(C) Syllabic Template

<table>
<thead>
<tr>
<th>time</th>
<th>word</th>
<th>Subsequences of length 3</th>
<th>Grammar</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td></td>
<td></td>
<td>∅</td>
</tr>
<tr>
<td>1</td>
<td>ka</td>
<td>{#CV, CV#}</td>
<td>{#CV, CV#}</td>
</tr>
<tr>
<td>2</td>
<td>puki</td>
<td>{#CV, CVC, VCV, CV#}</td>
<td>{#CV, CV#, CVC, VCV}</td>
</tr>
<tr>
<td>3</td>
<td>kitepo</td>
<td>{#CV, CVC, VCV, CV#}</td>
<td>{#CV, CV#, CVC, VCV}</td>
</tr>
<tr>
<td>4</td>
<td>sak</td>
<td>{#CV, CVC, VC#}</td>
<td>{#CV, CV#, CVC, VCV, VC#}</td>
</tr>
<tr>
<td>5</td>
<td>bedko</td>
<td>{#CV, CVC, VCC, CCV, VC#}</td>
<td>{#CV, CV#, CVC, VCV, VC#, VCC, CCV}</td>
</tr>
</tbody>
</table>

Subsequences of length three identifies the language of the grammar $G$ in the limit in the sense of Gold (1967). This is because it is guaranteed to converge to the correct grammar after seeing the finitely many forms which instantiate the elements which make up the grammar. In other terms, it can be shown that at each point in time, the learner hypothesizes the smallest trigram language consistent with the observations made so far. It follows that any language recognizable by a trigram grammar is identifiable in the limit and thus the class of trigram languages is identifiable in the limit. Of course nothing here hinges on the value three, the arguments above carry through for $n$-gram languages for any given $n$.

It is also possible to identify which samples are characteristic for a given $n$-gram language. One property of characteristic samples is that there is enough information in the sample for a learner to correctly guess the target language (see also Appendix B–1.2). In the case of $n$-gram languages, a sample is characteristic provided, for every $n$-gram in the target grammar, there is some word in the sample with this $n$-gram. Note this does not mean that there must be as many words in the sample as there are $n$-grams. There could in fact just be one (perhaps very long) word in the sample.
One value of being able to identify characteristic samples is that we can investigate the extent to which such samples are present in children’s linguistic environment. It is here that the concept of ‘accidental gap’ arises. If, for example, a particular n-gram is not present in the child’s linguistic environment, yet the child learns to accept words which contain that n-gram, then there are two possible explanations.⁴ The first is that the formal n-gram hypothesis space (and consequently the learner) is not right, and a different hypothesis space and learner are needed. The second is that substantive factors are playing a role. For example, if we consider Jakobson’s theory of distinctive features (Jakobson et al. 1952), we might expect that generalization also occurs along the lines of natural classes. The idea is that substantive features provides an extra layer of structure over a formal hypothesis space which a learner can use to overcome certain kinds of ‘accidental gaps’ (e.g. Tenenbaum 1999, Albright and Hayes 2002, Hayes and Wilson to appear). It remains an open question what kind of ‘accidental gaps’ exist for n-gram languages in human languages and whether they all can be handled by appeal to substantive features (also see discussion in §6).⁵

The learner exemplified in Table 3.1 is an example of string extension learning. The grammar is simply formed by collecting aspects of the grammar from each individually observed word via a function which maps words to elements of the grammar. In the case of n-gram languages, this function returns sets of n-grams. However, as shown in the appendix, key results can be generalized to different kinds of functions which determine different language classes. The utility of this is that it allows us to investigate other kinds of functions which result in language classes

⁴Here I am assuming the accidental gap is genuine; i.e. it is known (perhaps through evidence obtained in a lab) that the child actually determines that a word without the offending n-gram is more acceptable than one with the n-gram, all other things being equal.

⁵There is a third possibility that is often exploited in natural language processing. That is to engineer methods such as smoothing, etc. which are attempts to overcome these difficulties for n-gram models. See Jurafsky and Martin (2000) for more about smoothing.
that resemble natural language phonotactic patterns, a point I return to in Chapter 4.

Appendix C–1 introduces the general framework of string extension learning and proves the closure results and identifiability in the limit when the range of the function which maps a string to subsets of the grammar is finite. Appendix C–2 formalizes n-gram grammars, and shows that the function belongs to the the more general class of functions explored in Appendix C–1, thereby establishing the fundamental properties of n-gram languages.

4 Generalizing by State Merging

4.1 The Basic Idea

Here we show how the learner exemplified in Table 3.1 can be understood from a state merging perspective. The basic idea behind learning via some state merging technique is to write smaller and smaller finite state descriptions of the observed forms but keep some property invariant (Biermann and Feldman 1972, Angluin 1982). This is akin to generalizing by eliminating redundant environments in the input forms where what counts as a redundant environment is determined by the states that are chosen to be merged—that is, by the whatever a priori inductive principle is decided upon. A formal treatment of these ideas is given in §C–3.

The general scheme of learners of this type follow the two step procedure:

1. A finite state representation of the input.
2. Merge states that are equivalent (in some pre-determined sense).

Which finite state representation of the input is used and how it is decided which
states to merge in this structure are the two key questions. These decisions determine everything: the kinds of generalizations that are made, and ultimately what class of languages can be learned. For now, we will use a prefix tree (defined below) to represent the input and focus on the more interesting question of how one decides whether two states are equivalent.

4.2 Prefix Trees

A prefix tree is a structured finite state representation of a finite sample. The idea is that each state in the tree corresponds to a unique prefix in the sample. Here ‘prefix’ is not used in the morphological sense of the word, but in the mathematical sense (see §A–1.5). This idea is exemplified in the Figures 3.2 - 3.3 below by naming each state with a number for reference, but also with the unique prefix the state represents.

A prefix tree is built one word at a time. As each word is added, an existing path in the machine is pursued as far as possible. When no further path exists, a new one is formed. Figure 3.2 shows the prefix tree built from the single word ‘puki’, translated into Cs and Vs ($\lambda$ indicates the empty string). Figure 3.3 shows how the prefix tree is extended when the word ‘bedko’ is added to the tree. Finally,

![Figure 3.2: The Prefix Tree Built from a CVCV Word.](image)

![Figure 3.3: The Prefix Tree Built from Words \{CVCV, CVCCV\}.](image)
Figure 3.4 shows the prefix tree given all the words in (1) (presented top down for easier page-fitting). A moment’s reflection reveals that resulting prefix tree is the same even if the words that made it were presented in a different order.

The prefix tree is a finite state acceptor which accepts only the finitely many forms that have been observed. No generalization has yet taken place. However,
even in this simple example, it is possible to see that there is structure in the prefix tree, and that this structure repeats itself. State merging can eliminate structural redundancy, which may result in generalization.

4.3 State Merging

The next stage is to generalize by merging states in the prefix tree, a process where two states are identified as equivalent and then merged (i.e. combined). This section provides the basic ideas which are made precise in Appendix C–3.

A key concept behind state merging is that transitions are preserved (Angluin 1982, Hopcroft et al. 2001). This is one way in which generalizations may occur— because the post-merged machine accepts everything the pre-merged machine accepts, possibly more. For example in Figure 3.5, Machine B is the machine obtained by merging states 1 and 2 in Machine A. It is necessary to preserve the transitions in Machine A in Machine B. In particular, there must be a transition from state 1 to state 2 in Machine B. There is such a transition, but because states 1 and 2 are the same state in Machine B, the transition is now a loop. Whereas Machine A only accepts one word $aaa$, Machine B accepts an infinite number of words $aa$, $aaa$, $aaaa$, ....

Note that the merging process does not specify which states should be merged. It only specifies a mechanism for determining a new machine once it has been decided which states are to be merged. Thus choosing which states are to be
merged determines the kinds of generalizations that occur. A merging strategy is thus a generalization strategy. It is an inductive principle.

How can states be merged in the prefix tree in Figure 3.4 to return an acceptor which only generates words which obey the CV(C) syllabic template? As it turns out, there is more than one inductive principle which will do the trick. I review one method in §5 which can learn any language recognizable by a trigram grammar. As will be shown, this state merging strategy presented there utilizes the same basic idea as the learner represented in Table 3.1.

Appendix C–3 at the end of this chapter provides a formal treatment of prefix trees and state merging. In Appendix C–3.3, a key result is established: Given any canonical acceptor $A$ for any regular language and a sufficient sample $S$ of words generated by this acceptor, there is some way to merge states in the prefix tree of $S$ which returns the acceptor $A$. This result does not tell us how to merge the states for a particular acceptor, it just says that such a way exists. Nonetheless, the result is important because it leaves open the possibility that there is some property of the phonotactic acceptors we write to characterize speakers’ phonotactic knowledge for which there is a successful state merging strategy. In fact, the $n$-gram based learners exploit such a property, and later chapters demonstrate other state merging procedures which learn phonotactic patterns that are not over contiguous segments.

5 Learning N-gram Languages with State Merging

This section shows how one the simple $n$-gram learner presented in §3 is really a particular state merging strategy. Informally, the idea is made clear by examining the problem of learning the CV(C) syllabic template from surface forms.

As we saw, one way to learn the CV(C) syllabic template is if the learner employs a trigram grammar and records subsequences of length three in observed words as
shown in Table 3.1. The state merging learner works in two stages given in (4). First, it builds a prefix tree of the observed words. Second, it merges states in the prefix tree whose corresponding prefixes share the same suffix of length two.

For example, consider the prefix tree in Figure 3.4. Because each state $q$ in the prefix tree represents a unique prefix, we can identify suffixes of this prefix. If two states correspond to prefixes with the same suffix of length two, those states are merged. Table 3.2 shows the suffixes of length two for each state in the prefix tree in Figure 3.4. Note that in Table 3.2 states $\lambda$ and $C$ do not have suffixes of length two, so I have just listed the longest suffix for those states.\(^6\)

![Table 3.2: Suffixes of Length Two for States in the Prefix Tree in Figure 3.4](image)

From the above table, it is possible to see that states 2, 4, 6, 8 and 10 should

\(^6\)Technically, we are supposed to list every suffix up to length two for a state. Thus the appropriate entry for state CV, for example should be $\{\lambda, V, CV\}$. Note that the strings of length less than $n$ are predictable from strings of length $n$. Thus Table 3.2 really only shows the most informative elements of the set of suffixes of length up to two.
be merged, as well as states 3, 7 and 9. When these states are merged in the prefix tree in Figure 3.4, and transitions are preserved, the result is the acceptor shown in Figure 5.

![Diagram](image_url)

**Figure 3.6:** The Result of Merging States with Same Suffixes of Length Two in Figure 3.4

The machine in Figure 5 represents a generalization from the prefix tree in Figure 3.4. This machine in Figure 5 accepts an infinite number of words—only those words which obey the CV(C) syllabic template. Every word this machine rejects violates the syllabic template. Note that it is identical to the one in Figure 3.1. Thus, the learner generalizes exactly as desired.

In general, any language describable by an $n$-gram grammar can be learned by merging states (represented as prefixes) with the same suffixes of length $(n - 1)$ in a prefix tree constructed from a (sufficient) sample. This is proven in Appendix C–4.3 below.

Although this learner is a batch learner, it is possible for a learner like the one above to be implemented in memoryless, online fashion, like the learner given in Table 3.1. In such a case state merging is interleaved with prefix tree building. A word is added, and then states are merged. Then the next word is added to the resulting structure and states are merged again (see Appendix C–4.3).

Finally, careful inspection will reveal that the online memoryless state merging learner makes the same generalizations at each point in time as the learner given Table 3.1. In other words, the iterative state merging learner is equivalent to the string extension learner. They are, in fact, two different descriptions of the same
learning function.

The state merging learner does more however: it makes apparent a choice of how states are merged. It becomes natural to ask, what happens if only final states are merged? What happens if other equivalence criteria are used to merge states? Each conceivable merging strategy corresponds to some inductive principle which a learner can use to generalize from surface forms to some (regular) language and thus corresponds to some well-defined class of (regular) patterns.

Appendix C–4.1 shows how to represent \( n \)-gram grammars as finite state machines. Appendix C–4.2 provides a language theoretic characterization of languages recognizable by \( n \)-gram grammars which makes clear the inductive principle at work. Appendix C–4.3 provides a state merging learner which provably identifies the class of languages recognizable by an \( n \)-gram grammar (for fixed \( n \)).

6 Are N-grams Appropriate for Phonotactics?

It is reasonable to ask whether the grammars that we postulate to generate natural language phonotactic patterns are recognizable by \( n \)-gram grammars. In subsequent chapters, we show that long distance agreement phonotactic patterns and unbounded stress patterns do not have this property. However, even within the domain of contiguous segments, there is a sense in which \( n \)-gram grammars may not be explanatory adequate models.

6.1 N-gram Models Count to \((n - 1)\)

The most striking thing about \( n \)-gram models is their capacity to count to \( n - 1 \). For example, an \( n \)-gram grammar is capable of expressing phonotactic rules such as the following:
• The next segment after a consonant must be a vowel.
• The second segment after a consonant must be a vowel.
• \ldots
• The \((n - 1)\)th segment after a consonant must be a vowel.

Our confidence that the statements describe plausible phontactic patterns decreases as we go down the list. Thus there seems to be a sense in which, if \(n\)-grams are an appropriate characterization of phonotactics, that \(n\) should be small, probably two or three. In this respect, it is useful to recall the claim that linguistic “rules do not count beyond two” (see Chapter 1 §1.1).

6.2 Resolvable Consonant Clusters

In his typological studies of word-initial onset clusters, Greenberg (1978) observes that an “overwhelming majority” (p. 250) of initial consonant clusters of length \(n + 1\) are completely resolvable in terms of initial clusters of length \(n\). By completely resolvable, Greenberg means that there is an initial cluster of length \(n + 1\) iff there are two initial clusters of length \(n\), whose (overlapping) concatenation, yields the \(n + 1\) length initial cluster. For example, in English, str is a legal initial consonant cluster. This cluster obeys Greenberg’s hypothesis since str is resolvable by st and tr, both of which are legal initial consonant clusters in English.

Greenberg’s survey of initial consonant clusters reveals languages which falsify the hypothesis that all initial consonant clusters of length \(n + 1\) are completely resolvable in terms of initial consonant clusters of length \(n\). Therefore, he is careful to state this universal as a tendency as opposed to a true universal.\(^7\) Nonethe-
less, given the “overwhelming majority” of languages for which this hypothesis is true, we can ask to what extent \( n \)-gram grammars are capable of reflecting this “overwhelming” tendency.

Notice that this hypothesis does not require that every possible resolvable cluster of length \( n + 1 \) exist. Rather, the hypothesis just states that those which exist are resolvable as clusters of length \( n \). Thus in English, although \( st \) and \( tw \) are both legal word-initial onset clusters, there are no words beginning with \( stw \). Furthermore, ‘blick’ words such as \([stwem]\) are considered marginal at best by native speakers of English (Clements and Keyser 1983). It is important to see that this is consistent with the above hypothesis because this hypothesis does not predict that all \( n + 1 \) length clusters which are resolvable by \( n \) length should be acceptable. In the case of English \( stw \), we conclude that there is some active phonotactic constraint prohibiting it.

On the other hand, it is a property of \( n \)-gram grammars that every sequence of length \( n + 1 \) which is resolvable in terms of length \( n \) exists. In other words, any gap must be accidental, and not due to some active phonotactic constraint. For example, a bigram model of English initial consonant clusters predicts that \( stw \) is well-formed since the bigrams \( st \) and \( tw \) are attested and well-formed. In this very simple respect, we should be doubtful of the \( n \)-gram grammar’s appropriateness as a phonotactic learner, even for patterns of contiguous segments.

It is true that increasing \( n \) in the \( n \)-gram grammar solves the problem above, but it creates others. Continuing the English example, if a trigram grammar is adopted instead of the bigram one, it becomes possible to develop a grammar which describes allowable English onsets exactly. However, it is also becomes possible to admit forms \( stw \) and exclude all other forms \( stX \) where \( X \) is any segment other than \( w! \)

\[ ^8 \text{It is even possible to exclude all grams of the form } sXw, \text{ thus guaranteeing that } stw \text{ is not} \]
not completely resolvable in terms of segments of length two, a violation of the hypothesis.

6.3 Discussion

The main advantages of the hypothesis space employed by $n$-gram grammars and models is the well-structured hypothesis space which allows simple and tractable learners. The fact that the learners are simple and tractable is probably why $n$-gram models are widely used in many natural language processing tasks. There is little question that the $n$-gram learners upon which $n$-gram models are based are in a sense natural and sensible learners for $n$-gram languages.

The key issue that is often overlooked in usage of $n$-gram models in natural language processing tasks is whether natural language patterns are adequately describable by $n$-gram languages. Chomsky (1957) shows that $n$-gram languages are descriptively inadequate for syntactic patterns (he in fact shows no regular pattern is adequate). In this respect, it could be said that $n$-gram learners are poor learners for syntactic patterns because $n$-gram languages are poor approximations of syntactic patterns.

However, when we consider natural language phonotactic patterns over contiguous segments, it is unknown whether $n$-gram languages are appropriate. This really is the central issue. If they are, then the learners presented here become plausible hypotheses as to the kind of computations children make when acquiring such a pattern. The discussion above suggests that (1) $n$ should be small and (2) that if people make use of $n$-gram hypothesis spaces that every completely resolvable cluster of length $n+1$ should be allowed. Although (1) seems reasonable on computational grounds (larger $n$ requires greater computational resources), there is work even partially resolvable, i.e. violating Greenberg’s weaker stated universal.
which suggests certain $n$-gram languages with high values of $n$ do not require large computational resources (Ron et al. 1996). The truth of (2) appears questionable on empirical grounds but certainly the empirical basis for Greenberg’s universals need further study, both in the lab and in the field.\(^9\)

If the $n$-gram languages turn out to be a poor hypothesis space for patterns over contiguous segments, the right thing to do is to look for alternative hypothesis spaces which correct the failures of the $n$-gram hypothesis space. String extension learning and state merging frameworks provide platforms where other inductive principles which lead to improved descriptive adequacy may be found.

7 Summary

This chapter introduced the categorical counterpart of $n$-gram models to make clear 1) that patterns over $n$ or less contiguous segments are describable by $n$-gram languages 2) the character of $n$-gram languages and 3) the fundamental inductive principle learners of these language classes employ. It was shown that this inductive principle can be described in two ways: as an instantiation of string extension learning, or as a particular way of merging states of a finite state representation. The advantages of these two general learning schemes is that they provide (different) platforms in which other kinds of inductive principles which learn other language classes can also be stated. Figure 3.7 shows the trigram languages as a small subset of the regular languages which include patterns like *CCC.

\(^9\)In this respect, recent work on initial consonant clusters in Slovakian languages promises to be revealing (Barkanyi 2007).
Appendices

C–1 String Extension Grammars

In this section, I describe a general class of functions $F$. For each function in $F$ is naturally associated with some formal class of grammars and languages. For reasons that will become apparent, these grammars are called string extension grammars. It follows straightforwardly from the definition of these functions and grammars that the corresponding language classes are closed under intersection and union, and that a learner which uses the function identifies the language class in the limit (Gold 1967). The learning procedure, given in §C–1.2, succeeds because each string in a language $L$ is ‘extended’ by the function to aspects of a canonical representation of the grammar for $L$. This is why the learner is natural: it can only learn the class of languages with which the function is associated.

C–1.1 Definitions and Properties of $L_f$

Consider some set $A$, and let a grammar $G$ be a subset of $A$. Next consider $f: \Sigma^* \rightarrow 2^A$. Denote the class of functions which have this general form $F$. 

Figure 3.7: Trigram Languages
**Definition 6** Define the language of grammar $G_f$ to be

$$L(G_f) = \{w : f(w) \subseteq G\}$$

When $f$ is understood from context, we just write $G$. Call the class of languages generated by grammars $G_f$ which are subsets of $A$, $\mathcal{L}_f$.

As shown in more detail in §C–2 below, the function which maps a string to the $n$-grams (for some $n$) found in the string belongs to $\mathcal{F}$, and therefore defines a class of languages $\mathcal{L}_{n-gram}$ in the way described above. The following lemmas and theorems apply are stated generally, but it useful to keep in mind that the $n$-gram function (defined later) is an instantiation of these more general results.

First, we show that the class of languages $\mathcal{L}_f$ has some structure.

**Theorem 8** $\mathcal{L}_f$ is closed under intersection and union.

**Proof:** Consider any $L_1, L_2 \in \mathcal{L}_f$, and let $G_1, G_2$ be subsets of $A$ which generate $L_1, L_2$ respectively.

(intersection) We show $L_1 \cap L_2 = L(G_1 \cap G_2)$. Consider any word $w$ belonging to $L_1$ and $L_2$. Then $f(w)$ is a subset of $G_1$ and of $G_2$. Thus $f(w) \subseteq G_1 \cap G_2$, and therefore $w \in L(G_1 \cap G_2)$. Similarly, if we consider any $w \in L(G_1 \cap G_2)$, it means that $f(w)$ is a subset of both $G_1$ and $G_2$ and therefore $w \in L_1$ and $w \in L_2$ and so $w$ is in their intersection. Thus $L_1 \cap L_2 = L(G_1) \cap L(G_2)$.

(union) We show $L_1 \cup L_2 = L(G_1 \cup G_2)$. Consider any word $w$ belonging to $L_1$ or $L_2$. Then $f(w)$ is a subset of $G_1$ or of $G_2$. Thus $f(w) \subseteq G_1 \cup G_2$, and therefore $w \in L(G_1 \cup G_2)$. Similarly, if we consider any $w \in L(G_1 \cup G_2)$, it means that $f(w)$ is a subset of either $G_1$ or $G_2$ and therefore either $w \in L_1$ or $w \in L_2$ and so $w$ is in their union. Thus $L_1 \cup L_2 = L(G_1 \cup G_2)$. \qed
It will be useful to introduce a function $\gamma$ which extends the domain of the function $f$ from strings to languages (i.e. subsets of $\Sigma^*$) to $A$.

$$\gamma_f(L) = \bigcup_{w \in L} f(w)$$

When $f$ is understood from context, we just write $\gamma$.

An element $g$ of grammar $G$ for a language $L$ is useful iff $g \in \gamma_f(L)$. An element is useless if it is not useful. A grammar with no useless elements is called canonical. Clearly, there is a canonical grammar for every $L \in \mathcal{L}_f$. Now we can state another interesting property of the relation between the languages and grammars of $\mathcal{L}_f$.

**Lemma 11** Let $L, L' \in \mathcal{L}_f$. $L \subseteq L'$ iff $\gamma(L) \subseteq \gamma(L')$

**Proof:** ($\Rightarrow$) Suppose $L \subseteq L'$ and consider any $g \in \gamma(L)$. Since $g$ is useful, there is a $w \in L$ such that $g \in f(w)$. But $f(w) \subseteq \gamma(L')$ since $w \in L'$.

($\Leftarrow$) Suppose $\gamma(L) \subseteq \gamma(L')$ and consider any $w \in L$. Then $f(w) \subseteq \gamma(L)$ so by transitivity, $f(w) \subseteq \gamma(L')$. Therefore $w \in L'$.

The significance of this result is that as the grammar $G$ monotonically increases, the language of $G$ monotonically increases too.

We can also now prove the following result, used in the next section on learning.

**Theorem 9** For any $L_0 \subseteq \Sigma^*$, $L = L(\gamma(L_0))$ is the smallest language in $\mathcal{L}_f$ containing $L_0$.

**Proof:** First we show $L_0 \subseteq L$. Consider any $w \in L_0$. Since $f(w) \subseteq \gamma(L_0)$, $w \in L$ as well.

Now suppose $L_0 \subseteq L'$ for some $L' \in \mathcal{L}_f$. We show $L \subseteq L'$. Consider any $g \in \gamma(L_0)$. Thus, there is a $w \in L_0$ such that $g \in f(w)$. But $f(w) \subseteq \gamma(L')$ since $w \in L'$. Since $g$ was arbitrary, $\gamma(L_0) \subseteq \gamma(L')$. Then by Lemma 11, it follows that $L \subseteq L'$. □
C–1.2 Natural Gold-learning of $\mathcal{L}_f$ for Finite $A$

We consider the case when $A$ is finite. Note that this means the number of distinct grammars is $2^{|A|}$, which places an upper bound on $|\mathcal{L}_f|$. Therefore, there are many learners which can identify $\mathcal{L}_f$ in the limit (Osherson et al. 1986, Jain et al. 1999).

What makes $\phi$ (below) a somewhat interesting learner for this class is that it is ‘natural’, in the sense that it uses $f$ to acquire languages in $\mathcal{L}_f$. Now consider the learning function:

$$
\phi(t[i]) = \begin{cases} 
\emptyset & \text{if } i = 0 \\
\phi(t[i - 1]) & \text{if } t(i) = \epsilon \\
\phi(t[i - 1]) \cup f(t(i)) & \text{otherwise}
\end{cases}
$$

The learner $\phi$ exemplifies string extension learning. Each individual string reveals, by extension with $f$, some aspects of the canonical grammar for $L$.

We now prove that this algorithm converges to the correct (canonical) grammar in the Gold framework (the key of course is the finiteness of $|A|$). The idea is that there is a point in the text in which every element of the grammar has been seen (because there are only finitely many useful elements of $G$ and we are guaranteed to see a word for each element in $L(G)$ at some point since $|A|$ is finite). Thus at this point the learner $\phi$ is guaranteed to have converged to the target $G$ (and hence $L$) as no additional words will add any more elements to the learner’s grammar.

**Lemma 12** For any text $t$ and any $i \in \mathbb{N}$, $\phi(t[i]) = \gamma(content(t[i]))$.

**Proof:** Consider any $g \in \phi(t[i])$. By definition of $\phi$, there is a $k \leq i$ such that $g \in f(t(k))$. It follows that $g \in \gamma(content(t[i]))$. Similarly, it follows from the definition of $\phi$ that for any $g \in \gamma(content(t[i]))$, there must be some $k < i$ such that $g \in f(t(k))$. Then, $g$ belongs to $\phi(t[i])$ as well. \qed
Theorem 10  For all $L \in \mathcal{L}_f$, there is a finite sample $S$ such that $L$ is the smallest language in $\mathcal{L}_f$ containing $S$. We call $S$ a characteristic sample of $L$ in $\mathcal{L}_f$.

Proof: For $L \in \mathcal{L}_f$, construct the sample $S$ as follows. For each $g \in \gamma(L)$, choose some word $w \in L$ such that $g \in f(w)$. Since $|\gamma(L)|$ is finite (since $|A|$ is finite), $|S|$ is finite. Clearly $\gamma(S) = \gamma(L)$ and thus $L = L(\gamma(S))$. Therefore, by Theorem 9, $L$ is the smallest language in $\mathcal{L}_f$ containing $S$. □

Theorem 11  If $|A|$ is finite then $\phi$ identifies $\mathcal{L}_f$ in the limit.

Proof: Consider any $L \in \mathcal{L}_f$. By Theorem 10, there is characteristic finite sample $S$ for $L$. Thus for any text $t$ for $L$, there is $i$ such that $S \subseteq \text{content}(t[i])$. Thus for any $j > i$, $\phi(t(j))$ is the smallest language in $\mathcal{L}_f$ containing $S$, i.e. $\phi(t(j)) = \gamma(S)$ which equals $\gamma(L)$, by Lemma 12 and Theorem 10. □

Also note that the learner $\phi$ is efficient in the length of the sample as long as $f$ is efficiently computable in the length of a string.

C–2  A Formal Treatment of N-grams

In this section we show the function which maps a string to the set of $n$-grams found within it belongs to the class of functions $\mathcal{F}$ described in Appendix C–1. Consequently, it follows immediately that $\mathcal{L}_{n\text{-gram}}$ is closed under union and intersection, and that a very simple kind of learner identifies $\mathcal{L}_{n\text{-gram}}$ in the limit.

C–2.1  The N-Contiguous Set Function

Here I define the function $CS_n$ which maps a string $w$ in $\Sigma^*$ to the set of $n$-grams which are found in the string. I call the function $CS_n$ the $n$-contiguity set of $w$. 96
The words ‘contiguity set’ are meant to evoke the fact that n-grams are contiguous subsequences (of length n) of the string w. This will be contrasted in Chapter 4 with precedence sets which extract different kinds of information from a string w. (Recall that $V = \Sigma \cup \{\#\}$ and $\#$ is the word boundary symbol.)

**Definition 7** For some $n \in \mathbb{N}$, define $CS_n : \Sigma^* \rightarrow 2^{V\leq n}$ as follows:

$$CS_n(w) = \{x \in V^n : \exists u, v \in V^* \text{ such that } \#w\# = u xv \} \text{ when } n \leq |w| + 2 \text{ and } \{\#w\#\} \text{ otherwise}$$

**Example 3** Consider $w = abc$. Then

$$CS_2(w) = \{\#a, ab, bc, c\#\}$$

Similarly, the 3-contiguity set induced by $w$ is

$$CS_3(w) = \{\#ab, abc, bc\#\}$$

Finally, the 10-contiguity set of $w$ is $\{\#abc\#\}$.

Also note that $CS$ is an efficiently computable function in the length of a string.

**C–2.2 N-Gram Grammars and N-gram Languages**

$N$-gram grammars and languages are defined according to Appendix C–1.1. That is, for some $n$, a $n$-gram grammar $G$ is a subset of $V\leq n$. The language of a $n$-gram grammar is defined according Definition 6. In other words, a word $w$ belongs to the language of $G$ only if $CS_n(w) \subseteq G$.

**Example 4** Let $G$ be a bigram grammar equal to $\{\#a, aa, ab, b\#\}$. Then

$$L(G) = \{ab, aab, aaab, aaaaab \ldots\}$$
Example 5 Let $\Sigma = \{a, b, c\}$ and consider

$$G = \left\{ \begin{array}{c}
\#, \#a, \#b, \\
a\#, \ a\ a, \ a\ b, \ a\ c, \\
b\ a, \ b\ c, \\
\ c, \ c\ b, \ c\ c
\end{array} \right\}$$

It is true that

1. Words in $L(G)$ begin with either $a$ or $b$.
2. Words in $L(G)$ only end in $a$.
3. No word in $L(G)$ has a $bb$ subsequence.
4. $\lambda \in L(G)$.

For fixed $n \in \mathbb{N}$, we denote the class of $n$-gram languages with $L_{n-gram}$.

C–2.3 Properties of N-gram Languages

It follows from Definition 7 and Theorem 8 that $L_{n-gram}$ is closed under union and intersection. Likewise it follows (from Lemma 11) that as a $n$-gram grammar monotonically increases, the corresponding $n$-gram language monotonically increases too.

Theorem 12 For fixed $n$, $L_{n-gram}$ are closed under reversal but not complement.

Proof: (reversal) Consider any $L \in L_{n-gram}$ and let $G$ be the canonical grammar for $L$. We show that $L' = L(G^r)$. Note that

$$1) \ CS(w)^r = CS(w^r)$$
Consider any \( w^r \in L' \). First we show \( CS(w^r) \subseteq G^r \). Consider any \( g \in CS(w^r) \). It follows from (1) that \( g^r \in CS(w) \). Since \( w \in L \), \( CS(w) \subseteq G \) and hence \( g^r \in G \). Therefore by definition, \( g \in G^r \). Since \( g \) is arbitrary, \( CS(w^r) \subseteq G^r \). Since for any \( g \in G \), \( g^r \in G^r \) by definition, it is the case that \( CS(w^r) \subseteq G^r \). Since \( w^r \) is arbitrary, \( L \subseteq L(G^r) \). Similarly, we can show \( L(G^r) \subseteq L \). Since \( L \) is arbitrary it follows that \( L_{n-gram} \) is closed under reversal.

\[
(\text{not complement}) \text{ Consider a } n\text{-gram grammar } G = \{(\#au, aub, ub\#)\} \text{ where } a, b \in \Sigma \text{ and } u \in \Sigma^{n-2}. \text{ Then } L(G) = \{aub\} \text{ but since } \{aubaub\} \subseteq \Sigma^*-L(G), \text{ it clear that } G \subseteq \gamma(\Sigma^*-L(G)). \text{ Consequently } aub \text{ also belongs to } L(\gamma(\Sigma^*-L(G))).
\]
\( \square \)

At this point it is possible to prove that first \( n \)-gram specific result: that any language recognizable with an \( n \)-gram grammar is recognizable by a \((n+1)\)-gram grammar, but the converse is false.

**Theorem 13** Let \( \mathcal{L}_{n-gram} \) denote that class of languages recognizable by \( n \)-gram grammars. Then \( \mathcal{L}_{n-gram} \subseteq \mathcal{L}_{(n+1)-gram} \).

**Proof:** Let \( G_n \) denote a (canonical) \( n \)-gram grammar. It is sufficient to show (1) that for any \( G_n \), there exists \( G_{n+1} \) such that \( L(G_n) = L(G_{n+1}) \) and (2) there exists a \( G_{n+1} \) such that \( L(G_{n+1}) \notin \mathcal{L}_{n-gram} \).

Consider any \( G_n \). Then construct \( G_{n+1} \) as follows:

\[
G_{n+1} = \{a_1a_2 \ldots a_{n+1} : a_1a_2 \ldots a_n \in G_n \text{ and } (a_2a_3 \ldots a_{n+1}) \in G_n \}
\]

Consider any word \( w \in L(G_n) \). Now consider \( x = x_1x_2 \ldots x_{n+1} \in CS_{n+1}(w) \). Clearly, \( x_1x_2 \ldots x_n \in G_n \) and \( x_2x_3 \ldots x_{n+1} \in G_n \) (since both are in \( CS_n(w) \) and \( CS_n(w) \subseteq G_n \)). Thus by the construction above, \( x \in G_{n+1} \). Since \( x \) is arbitrary, \( w \in L(G_{n+1}) \). And since \( w \) is arbitrary, \( L(G_n) \subseteq L(G_{n+1}) \). Likewise, consider any \( w \in L(G_{n+1}) \) and \( x_1x_2 \ldots x_{n+1} \in CS_{n+1}(w) \). By the definition of \( G_{n+1} \),
Since $x, w$ arbitrary, $L(G_{n+1}) \subseteq L(G_n)$ and so $L(G_{n+1}) = L(G_n)$. Since $G_n$ was arbitrary, $\mathcal{L}_{n-gram} \subseteq \mathcal{L}_{(n+1)-gram}$.

Finally, it is easy to find a $G_{n+1}$ such that $L(G_{n+1}) \not\in \mathcal{L}_{n-gram}$. For example, consider the bigram grammar $G$ in Example 4. There is no unigram grammar which recognizes $L(G)$. Therefore, $\mathcal{L}_{n-gram} \subset \mathcal{L}_{(n+1)-gram}$.

The consequence of this theorem is that as $n$ increases the kinds of languages that can be described with $n$-gram grammars monotonically increase. It is an interesting question to ask what $n$ is needed to adequately describe the patterns over contiguous segments in human languages. This is, as far as I know, an open question, though there is a general consensus that the number is small, probably about two or three. Another open, important question is whether there is any principled upper bound on $n$. A related question, whether $n$-gram models are appropriate for phonotactic learning and for discovery of phonotactic patterns over contiguous segments in particular, is addressed in §6.
C–2.4 A Simple Learner

Finally, the results in Appendix C–1.2 tell us that the following learner identifies $\mathcal{L}_{n\text{-}gram}$ in the limit.

$$\phi(t[i]) = \begin{cases} \emptyset & \text{if } i = 0 \\ \phi(t[i - 1]) & \text{if } t(i) = \epsilon \\ \phi(t[i - 1]) \cup CS_n(t(i)) & \text{otherwise} \end{cases}$$

Since $CS$ is an efficient function in the length of its input string, the learning function $\phi$ above is also efficient in the size of any given sample.

C–3 A Formal Treatment of State Merging

C–3.1 Prefix Trees

I denote the function which maps some finite sample $S$ to a prefix tree which accept exactly $S$ with $PT$.

**Definition 8** $PT(S)$ is defined to be the acceptor $(Q, I, F, \delta)$ such that

- $Q = \{Pr(S)\}$
- $I = \{\lambda\}$
- $F = \{S\}$
- $\delta(u, a) = ua$ whenever $u, ua \in Q$

Note that $PT(S)$ can be computed efficiently in the size of the sample $S$ (Angluin 1982). $PT(S)$ can be computed batchwise from a sample $S$, or iteratively. When a
word $w$ is added to a prefix tree $PT(S)$, we speak of extending the prefix tree with $w$.

**C–3.2 State Merging**

This section is adapted from Angluin (1982). Let $A = (Q, I, F, \delta)$ be any acceptor. Any partition $\pi$ of $Q$, defines another acceptor $A/\pi = (Q', I', F', \delta')$ defined as follows:

- $Q' = \{ B : B(q, \pi) \text{ such that } q \in Q \}$
- $I' = \{ B : B(q, \pi) \text{ such that } q \in I \}$
- $F' = \{ B : B(q, \pi) \text{ such that } q \in F \}$
- $\delta'(B_0(q_0, \pi), a) = \{ B_1(q_1, \pi) : q_1 \in \delta(q_0, a) \}$

$A/\pi$ is called the quotient of $A$ and $\pi$.

**Lemma 13** Let $A = (Q, I, F, \delta)$ be any acceptor and $\pi$ any partition of $Q$. Then for all $p, q \in Q$, $u \in \Sigma^*$, if $u$ transforms $p$ to $q$ then $u$ transforms $B(p, \pi)$ to $B(q, \pi)$.

**Proof:** If $A$ is the empty acceptor it is trivially true so assume that $A$ is not empty. The proof is by induction. Since for any acceptor $\lambda$ transforms any state to itself, it is true that if $\lambda$ transforms $q$ to $q$ then $\lambda$ transforms $B(q, \pi)$ to $B(q, \pi)$. Now assume that, for all strings $u$ of length $n$, if $u$ transforms $q_0$ to $q_1$ then $u$ transforms $B(q_0, \pi)$ to $B(q_1, \pi)$. For the induction, assume that a string $w$ of length $n + 1$ transforms $q_0$ to $q_1$. Let $w = w_1a$ so that $|w_1| = n$. Because $w = w_1a$ transforms $q_0$ to $q_1$, there exists $q_2$ such that $w_1$ transform $q_0$ to $q_2$ and $q_1 \in \delta(q_2, a)$. By the inductive assumption, it is then true that $w_1$ transforms $B(q_0, \pi)$ to $B(q_2, \pi)$. It remains to be shown that $B(q_1, \pi) \in \delta'(B(q_2, \pi), a)$. This is so by definition of $\delta'$ since as noted $q_1 \in \delta(q_2, a)$.

**Theorem 14** Let $A$ be any acceptor and $\pi$ any partition of $Q$. Then $L(A) \subseteq L(A/\pi)$.
Proof: Let \( A = (Q, I, F, \delta) \) be any nonempty acceptor. Let \( \pi \) be any partition of \( Q \) and let \( A/\pi = (Q', I', F', \delta') \). Suppose \( A \) accepts \( u \). Then \( u \) transforms some initial state \( q_i \) to some final state \( q_f \). By Lemma 13 \( u \) transforms \( B(q_i, \pi) \) to \( B(q_f, \pi) \). Since \( q_i \in I \) and \( q_f \in F \), \( B(q_i, \pi) \in I' \) and \( B(q_f, \pi) \in F' \). Thus, \( A/\pi \) accepts \( u \). □

The following lemma demonstrates how generalization may occur when merging states.

**Lemma 14** Let \( A = (Q, I, F, \delta) \) be any acceptor and \( \pi \) any partition of \( Q \). For \( p, q \in Q \), if \( u \) transforms \( p \) to \( q \), and \( B(p, \pi) = B(q, \pi) \) then for all \( n \in \mathbb{N} \), \( u^n \) transforms \( B(p, \pi) \) to itself in \( A/\pi \).

**Proof:** This follows directly from Lemma 13 and Lemma 1. □

### C–3.3 The State Merging Theorem

It has been proven that if a sample of words generated by some FSA is sufficient—that is, exercises every transition in this FSA—then there exists some way to merge states in the prefix tree to recover the generating FSA (Angluin 1982). Although we do not know which states should be merged, we are guaranteed that there is a way to merge such states to recover the original machine.

The theorem and a proof are given here (proof omitted in Angluin (1982)). First, there are some helpful definitions.

**Definition 9** Let \( A = (Q, I, F, \delta) \) be a tail canonical acceptor and let \( w \in L(A) \). Then the transition set of \( w \) are those transitions in \( \delta \) that make up the path of \( w \) through \( A \) (recall that there is a unique path since \( A \) is tail canonical). We denote the transition set of \( w \) in \( A \) with \( TS_A(w) \).
**Definition 10** Let $A = (Q, I, F, \delta)$ be a canonical finite-state acceptor. Then $S$ is a sufficient sample of $A$ iff $\bigcup_{w \in S} TS_A(w) = \delta$.

Pictorially, we can imagine, as $A$ computes the path of some word $w$, coloring the states and transitions along this path. If a sample $S$ is sufficient for a canonical acceptor, then every state and transition will be colored after every word in $S$ is computed.

**Theorem 15** Let $A = (Q, I, F, \delta)$ be a tail canonical finite state acceptor, $S$ a finite sufficient sample of $A$, and $PT(S) = (Q_{PT}, I_{PT}, F_{PT}, \delta_{PT})$. Then there exists a partition $\pi$ over $Q_{PT}$ such that $PT(S)/\pi$ is isomorphic to $A$.

**Proof:** If $L(A)$ is empty then $S$ is empty the result follows trivially so assume nonempty $L(A)$. The proof is in two parts. First we establish the equivalence relation which induces a partition $\pi$ over $PT(S)$. Secondly, we show that $A$ is isomorphic to $PT(S)$. For all $u \in Pr(L(A))$, denote $\delta(I, u)$ with $q_u$ (i.e. the unique state in $A$ that the prefix $u$ leads to).

We say, for $p, q, \in PT(S)$, $p \sim q$ iff there exists $u, v \in Pr(S)$ such that $q_u = q_v$ and $\delta_{PT}(I_{PT}, u) = p$ and $\delta_{PT}(I_{PT}, v) = q$. Let $\pi$ be the partition over $Q_{PT}$ induced by $\sim$.

Now we show that $PT(S)/\pi$ is isomorphic to $A$. For any $u \in Pr(S)$, denote $B(\delta_{PT}(I_{PT}, u), \pi)$ with $B_u$ (i.e $B_u$ is the state one is led to in $PT(S)/\pi$ with $u$). Note that $u \in L(A)$ since $S \subseteq L(A)$. Thus we define $h$ as follows: for all $u \in Pr(S)$,

$$h(B_u) = q_u$$

First we prove that $h : \pi \to Q$ is a bijection. Consider $u, v \in Pr(S), u \neq v$. If $B_u = B_v$, then $h(B_u) = h(B_v) = q_u = q_v$ since $u, v$ are in the same block iff $q_u = q_v$. If $B_u \neq B_v$, then by the definition of $\sim$, $B_u$ and $B_v$ lead to different states in $PT(S)/\pi$.
by the definition of $\sim$. If $B_u \neq B_v$, then $q_u \neq q_v$ and consequently $h(B_u) \neq h(B_v)$. So $h$ is one-to-one. $h$ is onto because $S$ is a sufficient sample. To see this, consider any $q \in Q$. Since $S$ is a sufficient, there is a word $w \in S$ and $u, v \in \Sigma^*$ such that $w = uv$ and $\delta(I, u) = q$ and $\delta(q, v) \in F$. Thus $u \in Pr(S)$ and $h(B_u) = q$.

Note that choosing arbitrary $u \in Pr(S)$ gives us an arbitrary block $B_u$ in $\pi$ and arbitrary $w \in S$ gives us an arbitrary final block $B_w$ in $\pi$. Now, using this bijection $h$, we show that $A$ is isomorphic to $PT(S)/\pi$. For ease of exposition, let $PT(S)/\pi = (Q', I', F', \delta')$.

First, recall $I = \{T_L(\lambda)\}$ and $I_{PT} = \{\lambda\}$ definitionally. Thus $I' = \{B_{\lambda}\}$. Now $h(B_{\lambda}) = q_{\lambda} = T_L(\lambda)$. Thus $h(I') = I$.

Second, consider any $w \in S$. Then $B_w \in F'$ and $h(B_w) = q_w \in F$ (since $S \subset L(A)$). Similarly, for any $q \in F$, there is a $w \in S$ (since $S$ is sufficient) such that $\delta(I, w) = q$. Then $h(B_w) = q$ and so $h(F') = F$.

Finally, consider any $u \in Pr(S), a \in \Sigma$. Then $h(\delta(B_u, a)) = h(B_{ua}) = q_{ua} = \delta(q_u, a) = \delta(\delta(h(B_u), a))$. Thus the theorem is proved. $\square$

The significance of this theorem should not be overlooked. Because the Gold framework purposefully ignores the insufficient data problem, there is guaranteed to be a point where the learner has been exposed to a sample which exercises every transition in the target finite state grammar; i.e. which is sufficient. Thus the possibility is raised that for some restricted class of regular languages, there is some general strategy for state merging which learns that class.
C–4 Learning $\mathcal{L}_{n\text{-gram}}$ via State Merging

C–4.1 Finite State Representations

It is easy to create a finite-state acceptor for an $n$-gram grammar. Recall that $V = \Sigma \cup \{\#\}$.

**Theorem 16** Given some $n \in \mathbb{N}$, and any $L \in \mathcal{L}_{n\text{-gram}}$, there exists a finite state acceptor $A$ such that $L(A) = L$.

**Proof:** Construct $A = (Q, I, F, \delta)$ as follows, letting $L$ denote $L(G)$. (Recall from §A–1.5 and §B–3.13.1 that $Sf^{\leq k}(L)$ are all the suffixes of length at most $k$ of language $L$.)

\[
Q = Sf^{\leq n-1}(Pr(L)) \\
I = \{\lambda\} \text{ if } L \neq \emptyset \text{ else } \emptyset \\
F = Sf^{\leq n-1}(L) \\
\delta(xu, a) = ua \text{ for all } a \in \Sigma, x \in \Sigma^{\leq 1} \text{ and } u \in \Sigma^* \text{ iff } xu, ua \in Q
\]

Note that the machine above is forward deterministic. If $L$ is empty then $L(A)$ is empty so assume $L$ is not empty. Consider any $w = x_1x_2\ldots x_k \in L$. By definition of $A$, if $|w| \geq n - 1$ then $\delta(I, w) = (x_{k-n+2}\ldots x_k)$ (or $\delta(I, w) = w$, which is in $L(A)$). Now $(x_{k-n+2},\ldots x_k)$ is a final state since $(x_{k-n+2}\ldots x_k) \in Sf^{n-1}(L)$ (because $w \in L$). Thus $w \in L(A)$. Similarly, if $w \in L(A)$, then $w \in L$ by the above construction so $L(A) = L$. $\square$

The construction above essentially creates a state for every gram in $\gamma(L)$. These states are identified by suffixes of length $n - 1$ (or less) of the prefixes of $L$.

**Example 6** Here is how an FSA is constructed for a bigram grammar $G$, letting $L$ stand for $L(G)$. Recall $\delta : Q \times \Sigma \rightarrow 2^Q$.  
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Consider the bigram grammar $G$ below.

$$G = \{(\#, a), (\#, b), (a, \#), (a, a), (a, b), (b, a)\}$$

Then $A =$

$$Q = \{\lambda, a, b\}$$

$$I = \{\lambda\} \text{ if } L \neq \emptyset \text{ otherwise } \emptyset$$

$$F = \{a\}$$

$$\delta = \{(\lambda, a, \{a\}), (\lambda, b, \{b\}), (a, a, \{a\}), (a, b, \{b\}), (b, a, \{a\})\}$$

A drawing of $A$ is shown in Figure 3.9.

![Figure 3.9: The FSA for the Grammar in Example 6.](image)

As a consequence of this definition, it should be clear that most states a machine will have is $|\Sigma|^n - 1$. Note that the $n$-gram grammar which recognizes $\Sigma^*$ (a one state canonical acceptor) uses all of these states! It is worth pointing out, however, that since the construction in Theorem 16 yields a deterministic machine, standard machine minimization algorithms can be applied, which are efficient (Hopcroft et al. 2001). However, below is a theorem which provides another way of obtaining the canonical finite state representation of an $n$-gram model.
C–4.2 Towards a Language-theoretic Characterization

The construction above illuminates another way to describe languages recognizable by n-gram grammars.

**Theorem 17** For fixed \( n \), consider \( L \in L_{n-\text{gram}} \). \( \forall u, v \in Pr(L) \), if \( \exists x \in \Sigma^{n-1} \) such that \( x \) is a suffix of \( u \) and \( x \) is a suffix of \( v \), then \( T_L(u) = T_L(v) \).

**Proof:** This follows directly from the construction in Theorem 16 and Corollary 4 in §B–3.10. \( \square \)

Consider an example with a bigram model.

**Example 7** Consider \( L \in L_{2-\text{gram}} \). \( \forall u, v \in Pr(L) \), \( T_L(u) = T_L(v) \) iff \( \exists a \in \Sigma, u_1, v_1 \in \Sigma^* \) so that \( u = u_1a, v = v_1a \).

This characterization of an \( n \)-gram language makes clear the inductive principle used by the learners described earlier as illustrated in the next example. In the example below, we see the generalization on the basis of even a single word in a bigram grammar.

**Example 8** Suppose \( abcad \in L \in L_{2-\text{gram}} \). Note \( a, abca \in Pr(L) \). Also note that \( bcad \in T_L(a) \) and \( d \in T_L(abca) \). Let \( u_1 = \lambda \) and \( v_1 = abc \). Then \( a = u_1a \) and \( abca = v_1a \). By Theorem 17 \( T_L(a) = T_L(abca) \). Consequently \( bcad \) is also a good tail of \( abca \) so \( abcabcad \in L \). Likewise, \( ad \in L \).

These inferences can be stated directly in the state merging model below.

Note that the converse of Theorem 17 is not true. Two prefixes with different suffixes could have the same tails. For example consider a bigram language \( L = \{abc, adc\} \). Prefixes \( ab \) and \( ad \) have same tails, but not the same suffixes of length one. Further below we provide a complete language theoretic characterization of \( n \)-gram grammars.
C–4.3 Learning N-gram Languages by State Merging

Here we present a description of the learner $\phi$ in §C–2.4 in terms of state merging. Given some acceptor $A = (Q, i, F, \delta)$, consider the function which maps states $q$ in $Q$ to strings of length at most $n$ by which state $q$ could be reached; i.e. the function $I_n : Q \rightarrow \Sigma^{\leq n}$ defined below.

$$I_n(q) = \{ w \in \Sigma^{\leq n} : \exists p \in Q \text{ such that } w \text{ transforms } p \text{ to } q \} \quad (3.1)$$

$I_n(q)$ can be thought of as the set of incoming paths to $q$. As mentioned in §A–1.3, this function induces an equivalence relation over the states $Q$ (i.e. $p \sim q$ iff $I_n(p) = I_n(q)$). This relation, denoted $\sim_{I_n}$ is called the incoming-$n$ equivalence relation. The incoming-$n$ equivalence relation induces a partition $\pi_{I_n}$ over $Q$. The blocks of this partition are merged to yield a new acceptor.

It is now possible to state the learner precisely. We give the learner in two versions, a batch learner and an iterative learner.

**Algorithm 1** The N-gram State Merging Learner (batch version)

<table>
<thead>
<tr>
<th>Input:</th>
<th>a positive sample $S$ and a positive integer $n$.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Output:</td>
<td>an acceptor $A$.</td>
</tr>
</tbody>
</table>

**Initialization**

Let $A_0 = (Q_0, I_0, F_0, \delta_0) = PT(S)$.

**Merging**

Compute $\pi_{I_{n-1}}$ over $Q_0$.

**Termination**

Let $A = A_0/\pi_{I_{n-1}}$ and output acceptor $A$.

Algorithm 2 is the iterative version of this algorithm.

Algorithms 1 and 2 are guaranteed to converge to grammars which recognize
Algorithm 2 The N-gram State Merging Learner (iterative version)

Input: a positive sample $S$ and a positive integer $n$.

Output: an acceptor $A$.

Initialization

Let $A_0 = (\{q_0\}, \{q_0\}, \emptyset, \emptyset)$.

Let $i = 1$.

for all $w \in S$ do

Let $A'_{i-1}$ be the extension of $A_{i-1}$ with $w$.

Compute $\pi_{I_{n-1}}$ over $Q'_{i-1}$.

Let $A_i = A'_{i-1} / \pi_{I_{n-1}}$.

Increase $i$ by 1.

end for

Termination

Output acceptor $A_i$.

the target language, provided $S$ is a sufficient sample.

Lemma 15 or any $q \in Q_{PT}$, $I_n(q) = Sf^{\leq n}(\{u\})$ where $u$ transforms $I_{PT}$ to $q$ in $PT(S)$.

Theorem 18 Given any sample $S$, $PT(S)/\pi_{I_{n-1}}$ is isomorphic to the acceptor $A$ constructed to Theorem 16 for $L(\gamma_n(S))$.

Proof: Let $PT(S) = (Q_{PT}, I_{PT}, F_{PT}, \delta_{PT})$ and let $A$, the acceptor constructed according to Theorem 16 for $\gamma(S)$, equal $(Q, I, F, \delta)$. For any $u \in Pr(S)$, denote $B(\delta_{PT}(I_{PT}, u), \pi)$ with $B_u$. Let $sf^n(u)$ equal $u$ if $|u| \leq n$, otherwise $sf^n(u) = v$ such that $|v| = n$ and $xv = u$ for some $x$ in $\Sigma^*$. In other words $sf(u)$ returns the longest suffix of $u$ up to length $n$.

Then the bijection we need is:
\[ h(B_u) = sf^{n-1}(u) \]

I omit the rest of the proof. \( \square \)

**Corollary 10** \( PT(S)/\pi_{I_{n-1}} \) is the smallest \( n \)-gram grammar containing \( S \).

**Corollary 11** Algorithms 1 and 2 identify \( L_{n-gram} \) in the limit.

Note that \( \sim_{I_n} \) is actually a *stronger* equivalence relation than needed because prefix tree construction guarantees that for every state \( p \), \( |I_n(p)| = 1 \).

### C-4.4 Obtaining the Canonical FSA for a N-gram Grammar

Above, we saw that the finite state representation for a \( n \)-gram grammar grows quite large with respect to \( n \). This section compiles a few notes about how to obtain the smallest forward deterministic acceptor which accepts the same language as the \( n \)-gram grammar.

The following lemma follows from Theorem 17.

**Lemma 16** Consider \( L \in L_{n-gram} \). \( \forall u, v \in Pr(L), T_L(u) = T_L(v) \text{ iff } Pr^{\leq k}(T_L(u)) = Pr^{\leq k}(T_L(v)) \).

**Proof:** Consider \( L \in L_{n-gram} \). The \( (\Rightarrow) \) direction is trivial so for any \( u, v \in Pr(L) \), suppose \( Pr^{\leq n-1}(T_L(u)) = Pr^{\leq n-1}(T_L(v)) \). We show \( T_L(u) = T_L(v) \) by showing that for any \( x \in Pr^{\leq n-1}(T_L(u)) \), \( T_L(ux) = T_L(vx) \).

Consider any \( x \in Pr^{\leq n-1}(T_L(u)) \) such that \( |x| = n - 1 \). Since \( x \) is also in \( Pr^{\leq n-1}(T_L(v)) \), both \( ux \) and \( vx \) belong to \( Pr(L) \). Then by Theorem 17, \( T_L(ux) = T_L(vx) \).
Now consider any $x \in Pr^{\leq n-1}(T_L(u))$ such that $|x| < n - 1$ and $ux \in L$. (If $ux \not\in L$, then there must be some $y \in \Sigma^*$ such that $|xy| = n - 1$ because $ux \in Pr(L)$. This case was handled above.) But $x$ is also in $Pr^{\leq n-1}(T_L(v))$ and so $vx$ also belongs $L$. In other words, whenever $\lambda$ belongs to $T_L(ux)$, it also belongs to $T_L(uv)$.

Since $x$ is arbitrary, $T_L(u) = T_L(v)$. Since $u, v$ are arbitrary, the theorem is proved. \hfill \Box

Given some acceptor $A = (Q, i, F, \delta)$, consider the function $O_n : Q \to \Sigma^{\leq n}$ defined below.

$$O_n(q) = \{ w \in \Sigma^{\leq n} : \exists p \in Q \text{ such that } w \text{ transforms } q \text{ to } p \} \quad (3.2)$$

$O_n(q)$ can be thought of as the set of outgoing paths to $q$. As mentioned in §A–1.3, this function induces an equivalence relation over the states $Q$ (i.e. $p \sim q$ iff $O_n(p) = O_n(q)$). This relation, denoted $\sim_{O_n}$ is called the outgoing-$n$ equivalence relation. The outgoing-$n$ equivalence relation induces a partition $\pi_{O_n}$ over $Q$.

The idea is that the finite state representation of a bigram grammar can be made canonical by merging the blocks of this partition $\pi_{O_n}$. Before we can prove this, we will need the following lemma, which holds for any forward deterministic acceptor.

**Lemma 17** Denote $L(A)$ with $L$ and suppose $A$ is forward deterministic. For any $u \in Pr(L)$, denote with $q$ the unique state in $\delta(I, u)$. Then $O_n(q) = Pr^{\leq n}(T_L(u))$.

**Proof:** If $L$ is empty then this follows vacuously so assume $L$ is not empty. Consider any $x \in O_n(q)$. Thus, there is a (unique) $p \in \delta(q, x)$ and since $\delta(I, u) = q$, $\delta(I, ux) = p$. Consequently $ux \in Pr(L)$ and $x \in T_L(u)$. Since $|x| \leq n$, $x \in Pr^{\leq n}(T_L(u))$ by definition. Hence, $O_n(q) \subseteq Pr^{\leq n}(T_L(u))$.  
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Now consider any \( x \in Pr^\leq_n(T_L(u)) \). Therefore, there is a \( v \in \Sigma^* \) such that \( xv \in T_L(u) \) and \( uxv \in L \). Given that \( \delta(I, u) = q \) and \( A \) is forward deterministic, there is a unique \( p \) in \( \delta(q, x) \). Since \( |x| \leq n \), \( x \in O_n(q) \) by definition. Hence \( Pr^\leq_n(T_L(u)) \subseteq O_n(q) \), and consequently \( O_n(q) = Pr^\leq_n(T_L(u)) \). \( \square \)

**Theorem 19** Let \( L \in \mathcal{L}_{n\text{-gram}} \) and \( A \) be the acceptor for \( L \), constructed according to Theorem 16. Then the tail canonical acceptor for \( L \), denoted \( A_T(L) \), is isomorphic to \( A/\pi_{O_{n-1}} \).

**Proof:** Omitted. \( \square \)

Consequently, we have the following language theoretic characterization of \( n \)-gram languages.

**Corollary 12** For fixed \( n \), consider \( L \in \mathcal{L}_{n\text{-gram}} \). \( \forall u, v \in Pr(L), T_L(u) = T_L(v) \) iff \( \exists x \in \Sigma^{n-1} \) such that \( x \) is a suffix of \( u \) and \( x \) is a suffix of \( v \) or \( Pr^{n-1}(T_L(u)) = Pr^{n-1}(T_L(v)) \). 
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CHAPTER 4

Patterns Over Non-contiguous Segments

1 Overview

This chapter presents an inductive principle that demonstrates how Long Distance Agreement (LDA) patterns can be learned from limited experience. Long Distance Agreement patterns are patterns in which segments which are noncontiguous within a word, agree or disagree in some phonological feature (to be defined more carefully below). LDA patterns have been thought to be difficult to learn because of the observation that arbitrarily many segments may intervene between agree-ers (see below). For example, Albright and Hayes (2003a) observe that “the number of logically possible environments... rises exponentially with the length of the string.” There are thus potentially too many environments for a learner to consider when trying to discover LDA patterns. However, the idea put forward here is that “arbitrarily many” does not require a learner to consider every logically possible nonlocal environment. This chapter presents a learnable hypothesis space for LDA patterns where “arbitrarily many” is interpreted to mean “no sense of distance at all.”

The inductive principles introduced in this chapter operate on the notion of precedence. Precedence here means precedes at any distance and is not be confused with immediate precedence, for which I use the term contiguous with. Learners with this notion of precedence cannot distinguish different degrees of distance because they cannot count at all. These learners only distinguish which segments may
precede other segments and are thus able to learn long distance agreement patterns from positive evidence easily because the resulting hypothesis space is sufficiently small and well-structured.

§2.1 gives a brief typological survey of LDA patterns and explains why \( n \)-gram models are inadequate for learning patterns of this type. §3 defines precedence grammars which recognize LDA patterns. Since precedence grammars, like \( n \)-gram grammars, are string extension grammars (see §C–1), string extension learning guarantees identifiability in the limit. §4 shows how the string extension learner can be instantiated as a state merging model. §5 discusses to what extent these results explain other typological observations about LDA patterns, and shows how the learner can be combined with \( n \)-gram learning to learn phonotactic both LDA constraints and constraints over contiguous segments. §7 summarizes the chapter.

### 2 Long Distance Agreement

In their seminal typological studies of consonant harmony, Hansson (2001) and Rose and Walker (2004) define Long Distance Agreement as follows.

(1) Long Distance Agreement (LDA) patterns are those within which particular segments, separated by at least one other segment, must agree or disagree in some phonological feature.

Hansson (2001) adds to this definition the following:

(2) The intervening segments between the agreeing segments are not audibly affected by the agreeing feature.
(2) is necessary in order to clearly distinguish LDA from languages which exhibit patterns known as ‘feature spreading’. Feature spreading describes patterns where arbitrarily long sequences of contiguous segments agree in some phonological feature. The classic example is nasal spreading. For example, in the Johore dialect of Malay oral vowels and glides may not contiguously follow a nasal consonant, nasalized vowel, or nasalized glide. (Onn 1980, Walker 1998, 2003). Consequently, there are words like [pɛŋāwāsan] ‘supervision’, but none like *[pɛŋawasən] nor *[pɛŋāwasan]. Although it is true in [pɛŋāwāsan] that [ŋ] and the second [ə] agree in the feature nasal and are separated by two intervening segments, the intervening segments are not arbitrary since they participate in the agreement as well. Hence, this is not a case of LDA. I review the issues surrounding LDA patterns and spreading patterns for phonotactic learning below in §2.1.

2.1 Kinds of LDA

2.1.1 Consonantal Harmony

The extensive surveys by Hansson (2001) and Rose and Walker (2004) establish many different kinds of consonantal long distance agreement. They provide examples of sibilant harmony (see below), liquid harmony, dorsal harmony, nasal harmony, and voicing harmony, among others. Although some cases appear to have a grammatical constraint limiting the distance at which the agreement may apply (see §5.2 below), many cases have no such limitations. In other words, it typically does not matter how many segments intervene between two segments which are subject to agreement.

As an example, recall the classic case of Navajo Sibilant Harmony (Sapir and Hojier 1967, Fountain 1998) described in Chapter 2 (and repeated here), in which sibilants agree in the feature [anterior]. At the segmental level, no words exist
which contain two segments with different values of anteriority. That is, no word contains a sound from the set of [+anterior] sibilants in Navajo [s, z, ts, ts’, dz] and a sound from the [-anterior] sibilant set [ʃ, ʒ, tʃ, tʃ’]. (3) shows well-formed words with sibilants obeying the agreement and (4) shows ill-formed words which disobey the agreement.

(3) a. ʃːteːz ‘we (dual) are lying’
   b. dasdoːlis ‘he (4th) has his foot raised’

(4) a. *ʃːteːz (hypothetical)
   b. *dasdoːlif (hypothetical)

There are two key observations that the definition of LDA captures. The first is that the agreement holds at arbitrary distances. The second is that the intervening segments are unaffected by the feature [anterior]. (This second fact is not uncontroversial, I return to it below.) These facts are captured in the statements in (5) which summarize the LDA pattern in Navajo.

(5) 1. [-anterior] sibilants are never preceded by [+anterior] sibilants.
   2. [+anterior] sibilants are never preceded by [-anterior] sibilants.

Other consonantal harmony patterns can be described similarly. For example, in Yaka (Bantu) (Hyman 1995), voiced consonants are never preceded by nasals in stems. Thus [mǐtuk-ǐni] ‘sulk’ is well formed but not *[mǐtuk-idi]. Statements like the one in (5) provide the key to the learner presented later in this chapter.

There is debate whether intervening segments are affected in long distance agreement patterns. The ‘strict locality’ hypothesis that they are affected, articulated

1See Hyman (1995) for arguments against an allomorphic analysis.
clearly by Gafos (1999), is essentially the hypothesis that all apparent cases of LDA are actually spreading. Indeed, at least one case originally claimed to be LDA does appear to be an instance of spreading upon closer inspection, Kinyarwanda (Mpiranya and Walker 2005, Byrd et al. 2006, Walker 2007). Whether all cases of LDA are actually spreading remains an open question. The case of nasal consonantal harmony in Yaka appears particularly difficult for a theory equating LDA with spreading because vowels in Yaka are nasalized and voiceless consonants can occur between the agreeing nasals (as in the example above) (Hyman 1995). This issue recurs in the next section and I review the consequences the outcome of the debate has for a theory of phonotactic learning in §2.3.

2.1.2 Vowel Harmony

The definition of LDA above in (1) is not inherently restricted to consonants. Languages which require vowels to agree in some feature can also be plausibly treated as long distance agreement. Consider the the following definitions of vowel harmony:

- “...we can define a vowel harmony language as any language containing at least two sets of vowels which cannot co-occur within the same ...word...” (Ringen 1988:1)

- “Vowel harmony is the phenomenon observed in some languages by which all the vowels in a word ...must bear the same value of some vocalic feature.” (Baković 2000:1)

- “I regard vowel harmony as the phenomenon ...where potentially all vowels ...within a domain like the phonological or morphological word ...systematically agree with each other with regard to one or more articulatory features.” (Krämer 2003:3)
Nothing in the definition of LDA in (1) excludes vowel harmony from consideration. Hansson (2001) and Rose and Walker (2004) focus exclusively on consonantal harmony, and leave open the possibility that their analyses may extend to the domain of vowel harmony (see also Hansson (2006)).

There are two acknowledged problems when analyzing vowel harmony as long distance agreement. The first is that vowel harmony can be analyzed as spreading provided that consonants participate. This assumption is standard; e.g. Baković (2000:6) adopts the assumption that “consonants fully participate in vowel harmony.” The second is that in most languages, the distribution of vowels require that they occur frequently. In other words, for independent reasons, vowels typically do not occur arbitrarily far apart as appears to be the case for sibilants in Navajo. Thus, because there is some independently motivated bound on the distance that separates vowels, it becomes more difficult to defend the statement that there is no principled bound on how far apart agreeing vowels may be. For these two reasons, it is less clear whether vowel harmony constitutes LDA.

There are some cases of vowel harmony which suggest that the two problems above do not, at least, hold for all cases of vowel harmony. For example, vowel harmony cases with so-called transparent or neutral vowels are claimed to exist. Hansson (2007) provides a review of the most relevant cases, (see also Baković (2000), Krämer (2003) and references therein). In these cases, it has been claimed that the agreeing vowels are separated by vowels which do not participate in the harmony. If arbitrarily many neutral vowels may occur between agreeing vowels, then the resulting pattern meets the definition of LDA. Nonetheless, the debate is ongoing as recent work calls into question whether neutral vowels are really neutral (Gordon 1999, Chiosáin and Padgett 2001, Recasens et al. 2003, Gick et al. 2006).
2.2 Inadequacy of N-gram Models

Because there is no principled upper bound on how many segments may intervene between agreeing segments in a LDA pattern, the $n$-gram hypothesis space is clearly inadequate to describe patterns of this type. There is no value for $n$ which adequately describes any LDA pattern because it is always possible to imagine a word in which the agreeing segments are separated by $n + 1$ segments and consequently whatever $n$-grams are present in such a grammar cannot enforce the necessary agreement at this longer distance. Consequently, some other hypothesis space will have to be employed which at least contains these patterns.

2.3 Long Distance Agreement or Spreading?

The debate about whether LDA patterns can be analyzed as spreading has consequences for a theory of phonotactic learning. This is because spreading patterns can be described with a simple bigram grammar and thus learned by a bigram learner. If it is shown that in the Navajo sibilant harmony pattern, for example, the intervening segments are audibly different between agreeing segments than otherwise, then $n$-gram based learners become viable. Whether the spreading hypothesis is correct and cases of true LDA exist is an issue that will be empirically resolved with careful examination of every case of attested LDA.

The work here does not weigh in on this debate one way or the other. I only wish to show that true LDA patterns can be learned simply and effectively in the manner described below. I do this because I do not think it has been established beyond reasonable doubt that all cases of LDA are actually spreading (see also Hansson (2007)). Indeed, cases like Yaka (Hyman 1995) suggest not all cases can be explained by spreading.
3 Precedence Grammars

3.1 The Basic Idea

As can be seen from the definition of LDA patterns given above, the distance between the segments subject to agreement does not matter. This crucial observation—that the learner need not distinguish how many intervening segments there are at all—is the key to developing a learnable hypothesis space which contains LDA patterns.

Recall the case of Navajo sibilant harmony. We can state the Navajo sibilant harmony rule in the following manner, without reference to features (cf. (5)):

(6) 1. No element of \{s,z,ts,ts’,dz\} is ever preceded by an element of \{f,5,t,f,t,f’,d5\}.
2. No element of \{f,5,t,f,t,f’,d5\} is ever preceded by an element of \{s,z,ts,ts’,dz\}.

A precedence grammar is simply a set of the allowable pairs \((a, b)\) in the language such that \(a\) is allowed to precede \(b\) in a word.\(^2\) Here precedence does not mean immediate precedence, but precedence at any distance. Words are well-formed in the language of the precedence grammar iff every precedence relation in the word exists in the grammar. In this way, a precedence grammar is the similar to a bigram grammar (a list of pairs of alphabetic symbols), but the pairs in these sets have different interpretations.

Thus precedence grammars, like \(n\)-gram grammars, are string extension grammar...
mars (formally defined in Appendix C–1, see also Chapter 3 §2). The only difference is that \( n \)-gram grammars make use of a function which returns the \( n \)-grams of a word, whereas precedence grammars make use of a function which returns the precedence relations of a word.

An example makes the idea clear. To simplify the discussion of Navajo, consider a fragment of Navajo—that is, the Navajo pattern restricted to an alphabet of four symbols: \{s,f,t,o\}. Then consider the grammar in (7).

\[
G = \begin{cases} 
(s,s) & (s,t) & (s,o) \\
(f,f) & (f,t) & (f,o) \\
(t,s) & (t,f) & (t,t) & (t,o) \\
(o,s) & (o,f) & (o,t) & (o,o) 
\end{cases}
\]

The language of \( G \) includes a word like [sotos] because every precedence relation which exists in [sotos] is present in the grammar. For example, [s] precedes [t] in this word and (s,t) is in the grammar. In fact, every precedence relation in [sotos] is in the grammar \( G \) above. On the other hand, the language of \( G \) excludes a word like [soto\( /CB \)]. The reason is that [s] precedes [f] in [soto\( /CB \)] but crucially (s,\( /CB \)) is not in the grammar \( G \). Since neither (s,f) nor (f,s) belong to the grammar \( G \), the language of this grammar rejects any word in which [s] precedes (at any distance) [f] and vice versa. Since every other possible precedence relation for this fragment is present in the grammar, however, every other possible word belongs to the language of \( G \). In this way, the language of this grammar faithfully reproduces the phonotactic constraint: every word in the language obeys the constraint, and every word not in the language disobeys it.

Thus the grammar \( G \) above recognizes exactly the same language as the finite-state acceptor in Figure 4.1 (repeated from Figure 2.3). Every word the machine ac-
cepts obeys the sibilant harmony rules, and every word the machine rejects violates it. Note again that this machine, like the grammar $G$ above, isolates the sibilant harmony phonotactic from other phonotactic constraints such as ones governing syllable structure. Thus the machine in Figure 4.1, like the grammar $G$ above, accepts ill-formed Navajo words like those with several adjacent consonants or several adjacent vowels (e.g. [sooooooooooos]). Such words are ill-formed, however, because of other phonotactic constraints, and not the sibilant harmony constraint. There is an efficient procedure for writing a precedence grammar like the one in (7)

\[
\begin{align*}
C, V & \rightarrow s \\
0 & \rightarrow 1 \\
1 & \rightarrow s \rightarrow 2 \\
2 & \rightarrow f \rightarrow C, V \\
& \rightarrow C, V \\
& \rightarrow 0
\end{align*}
\]

Figure 4.1: Navajo Sibilant Harmony

above as a finite state acceptor, as shown in Appendix D–2.1.

### 3.2 Learning Precedence Languages

It is also easy to see how languages of precedence grammars can be obtained from a list of finite examples. Like the $n$-gram learner, the procedure here is an example of string extension learning. The initial state of the learner’s grammar is empty. All the learner does is record the precedence relations in observed words. For example, Table 4.1 below shows how the grammar grows upon observing the sequence *tosas*, *fotof*, *stot*. New precedence relations added to the grammar are given in bold.
<table>
<thead>
<tr>
<th>time</th>
<th>word</th>
<th>Precedence Relations</th>
<th>Grammar</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td></td>
<td>(t,o) (t,s) (o,s) (o,o) (s,s)</td>
<td>∅</td>
</tr>
<tr>
<td>1</td>
<td>toso</td>
<td>(t,o) (t,s) (o,s) (o,o) (s,s)</td>
<td>{ (s,s) (s,o) }</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(t,s) (t,o)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(o,s) (o,o)</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>foto</td>
<td>(f,o) (f,t) (f,f) (o,t) (o,o) (o,f)</td>
<td>{ (s,s) (s,o) }</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(t,s) (t,f)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(o,s) (o,f)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(t,t) (t,o)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(o,t) (o,o)</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>stot</td>
<td>(s,t) (s,o) (t,o) (t,t) (o,t)</td>
<td>{ (s,s) (s,t) (s,o) }</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(f,f) (f,t) (f,o)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(t,s) (t,f)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(o,s) (o,f)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(t,t) (t,o)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(o,t) (o,o)</td>
<td></td>
</tr>
</tbody>
</table>

Table 4.1: Precedence Learning Navajo Sibilant Harmony
On the basis of these few forms, the learner already generalizes tremendously. It accepts words like [ʃoʃ], [ʃtot], and [ʃototos] but not words like [ʃtos] or [ʃosos]. Since the grammar $G$ in (7) only generates words which obey the sibilant harmony constraint, no additional words add any precedence relations to the grammar in the last time step in Table 4.1. In this way, the learner which records precedence relations identifies the language of the grammar $G$ in the limit because it is guaranteed to converge after seeing finitely many forms (since it is guaranteed to see a word which instantiates every precedence relation at some point).

It is also possible to characterize which samples are sufficient for successful learning precedence languages. A sample is sufficient provided, for every precedence relation in the target grammar, there is some word in the sample with this precedence relation. Consequently, we can ask whether there are any ‘accidental gaps’ for precedence relations in the linguistic environments of children (see related discussion in §5.1). If there are, then again the options are to find some alternative formal hypothesis space, or see whether all such cases of ‘accidental gaps’ can be resolved upon appeal to features.\(^3\)

The learning procedure outlined above, which I call the precedence learner, is tractable. This is because the number of precedence relations in a word is given by a quadratic function in the length of the word. Furthermore, the value of this function is bounded from above by the square of the number of alphabetic symbols (see Appendix D–1.1).

\(^3\)The situation is analogous to the problem for $n$-gram languages. So another possibility is to develop smoothing methods for the precedence language hypothesis space. See Jurafsky and Martin (2000) for more about smoothing.
3.3 Local Summary

Any LDA pattern like sibilant harmony in Navajo can be described with a precedence grammar. This is because it is possible to describe any list of LDA constraints of the form: segment $b$ cannot (anywhere) follow segment $a$. Note that if $b = a$ then long distance Obligatory Contour Principle (OCP) type patterns can also be described (Leben 1973, Goldsmith 1976, McCarthy 1979, 1981, Frisch et al. 1995). Also, any LDA with no blocking pattern can be learned efficiently in the manner described above (see Appendix D–1).

4 Learning Precedence Languages by State Merging

Like the $n$-gram learner in the last chapter, the learner in §3.2 above can be described as a state merging strategy. However, unlike the $n$-gram learner in which both the state merging and string extension versions were relatively simple, the state merging learner which is equivalent to the string extension precedence learner is fairly complex. This section illustrates this learner and explains the equivalence relation used to merge states. Additional steps are necessary to make the state merging learner equivalent to the string extension precedence learner. A formal treatment is given in Appendix D–1.4.

The basic idea of the state merging learner for precedence grammars is to (1) construct a prefix tree, and (2) merge states whose corresponding prefixes have the same range. The range of a string is simply the set of symbols present in the string. In a sense, every segment is adjacent to every preceding segment.

For example, Figure 4.2 shows the prefix tree for the words \{tosos, jotof, stot\}. The table below shows the range for each prefix (and its associated state). From Table 4.2, it is clear that the state merging learner merges states 3, 4, 5, 13, and 14.
Figure 4.2: The Prefix Tree for Words \{tosos, jotfo, stot\}

Table 4.2: The Range for States in the Prefix Tree in Figure 4.2

<table>
<thead>
<tr>
<th>state</th>
<th>range</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>$\lambda$</td>
</tr>
<tr>
<td>1</td>
<td>$t$</td>
</tr>
<tr>
<td>2</td>
<td>to</td>
</tr>
<tr>
<td>3</td>
<td>tos</td>
</tr>
<tr>
<td>4</td>
<td>toso</td>
</tr>
<tr>
<td>5</td>
<td>tosos</td>
</tr>
<tr>
<td>6</td>
<td>jotfo</td>
</tr>
<tr>
<td>7</td>
<td>jot</td>
</tr>
<tr>
<td>8</td>
<td>jotfo</td>
</tr>
<tr>
<td>9</td>
<td>foto</td>
</tr>
<tr>
<td>10</td>
<td>jotfo</td>
</tr>
<tr>
<td>11</td>
<td>s</td>
</tr>
<tr>
<td>12</td>
<td>st</td>
</tr>
<tr>
<td>13</td>
<td>sto</td>
</tr>
<tr>
<td>14</td>
<td>stot</td>
</tr>
</tbody>
</table>
into a single state, as well as states 8, 9, and 10. The result is in Figure 4.3.

![Figure 4.3: The Result of Merging Same-range States in Figure 4.2](image)

This state merging learner as described is a batch learner, but as was the case with the \(n\)-gram learner, it can also be implemented in a memoryless online fashion by simply interleaving the prefix tree building and state merging steps.

Careful readers will note that the generalizations obtained at each stage of the state merging online memoryless learner are not the same as the precedence learner presented in §3.2. The state merging learner is guaranteed to converge in the limit, but is in general much slower.\(^4\) More precisely, the sample the state merging learner needs to converge to the correct grammar is much larger than the sample needed by the precedence learner.

The reason the state merging learner requires a larger, richer sample is because it does not take advantage of all the properties a precedence language has. There are simple modifications that can be made to the state merging learner that do take advantage of these properties. For example, it can be shown that every state in finite

\(^4\)This is because the class of languages obtained by merging same-range states in prefix trees built from subsets of \(\Sigma^*\) is strictly larger than the precedence languages.
state representations of precedence grammars is final (see Appendix D–1.3). Making every state final in the above machine increases the amount of generalizations made at each time step (because fewer distinctions are made).

Also, in the appendix it is shown that ‘later’ states inherit only those outgoing transitions that occur at ‘earlier’ states (see Appendix D–1.3). Consequently, because state ‘3-4-5-13-14’ has three outgoing transitions (with labels [t,s,o]) it can be inferred that each state represented by some subset of the set of symbols representing this state also has those same outgoing transitions. Thus, for example, we can add two outgoing transitions with labels [t,s] to state 12 because this state represents the set \{s,t\}, a subset of \{o,s,t\}. Since state 12 represents the state in which only segments of the set \{s,t\} have been observed, both transitions will loop back to state 12. By the same principle, state 11 must also have outgoing transitions labeled with [s,o]. The transition labeled [s] will loop back to state 11, but the transition labeled [o] will have to go to a new state which represents the set \{s,o\}.

If we make these modifications to the state merging learner, then the machine obtained after observing \{tosos, fotof, stot\} is the one in Figure 4.4. At each time step, this modified learner makes the same generalizations as the Precedence Learner. The language accepted by the machine in Figure 4.4 is the same as the one accepted by the machine shown in Figure 4.1. It is possible to efficiently obtain the smallest forward deterministic machine by an additional (precedence-language specific) merging procedure described in Appendix D–2.4.

5 Properties of LDA

Both Hansson (2001) and Rose and Walker (2004) describe additional properties of LDA patterns. In this section, I evaluate to what extent those properties follow
Figure 4.4: FSA Representation of Additional Inferences for Words \{tosos, Jotoʃ, stot\}
from the precedence learner.

There are some properties not reflected in precedence learning. First, the model admits phonetically unnatural long distance patterns whereas the agreeing segments in LDA patterns are highly similar. Second, the model is unable to model distance effects observed in some long distance patterns. In §5.1 and §5.2 below, I explain why neither of these is problematic for the result obtained here.

On the other hand, precedence learning does predict one major facet of LDA patterns. Both Hansson (2001) and Rose and Walker (2004) conclude that LDA patterns are notable for the absence of blocking effects. Cases of blocking do exist, but are rarely attested. The precedence learner is unable to model long distance agreement which exhibit blocking effects. I discuss the relevant issues in §5.3.

5.1 Phonetically Unnatural LDA Patterns

It has been observed, in both the domains of consonantal harmony and vowel harmony, that the elements which stand in the agreement relationship are similar segments (Hansson 2001, Rose and Walker 2004, Baković 2000). However, the formalism adopted here admits description of long-distance agreement patterns that are not attested, e.g. not including (b,š) in a grammar $G$ effectively describes the LDA constraint ‘[b] never precedes [š].’

There are two responses to this observation. The first is that perhaps the precedence model is correct. Do we really know whether adults, who learned a phonotactic grammar in a linguistic environment containing no words in which [b] precedes [š], find a word with a [b] preceding [š] as less acceptable as one which does not, all other things being equal? An answer to this question can in principle be discovered in the lab.

The other response is to acknowledge that other substantive constraints fur-
ther restrict the space of possible grammars. In other words, we do not expect
the proposed formalization of locality in terms of precedence to explain why LDA
patterns hold over similar segments, and instead hold that such restrictions will
follow from other considerations, e.g. substantive bias (Wilson 2006a). The prop-
erties of precedence languages do not depend in any particular way on the symbol
being interpreted as a segment as opposed to some more richly articulated phono-
ological entity. Thus one promising area of future research would be to explore how
the addition of features and a notion of similarity to a learner might be combined
with precedence grammars such that the resulting hypothesis space more closely
resembles the typological observations.

5.2 Distance Effects

Some cases of LDA exhibit distance effects. Some of these effects are ‘subword’, i.e.
the agreement is only obligatory in roots or stems (Hansson 2001). Because the
current model has no concept of distance, precedence grammars cannot describe
these facts at all. This problem, however, is the problem of identifying the domain a
phonotactic constraint or rule applies. This is one of the many complicating factors
this dissertation has abstracted away from. How the child, or any computing device,
can simultaneously discover a pattern and its domain of application is a research
program beyond the scope of this dissertation.

There is also variability within, and exceptionality to, LDA patterns which in-
creases the further apart the agreeing segments are. It is not uncommon, for exam-
ple, for agreement to be obligatory for adjacent consonants or those in transvocalic
contexts, but optional at greater distances (Hansson 2001). It is not clear whether
these observations should affect our descriptions of the grammar (though see Rose
and Walker (2004), Martin (2004)). Certainly they matter for a theory of learn-
ing because we would like to develop learners that succeed (in some sense) in the
presence of less-than-perfect input. However this goal, as explained in Chapter 2, is also beyond the scope of this dissertation.

5.3 Blocking Effects

One of the other properties of LDA patterns is the absence of blocking effects (Hansson 2001, Rose and Walker 2004). That is, there do not seem to be any LDA patterns which admit regular exceptions if certain segments intervene between the agree-ers (but see below). This is different from languages with feature-spreading patterns, which often have blocking elements.

One exception to this claim comes from Ineseño Chumash. Ineseño Chumash has a sibilant harmony pattern similar to Navajo. Stridents never precede stridents with the opposite value of anteriority except [j] may precede [s] as long as the nearest preceding [j] to the [s] is immediately followed by [n,t,l] (Applegate 1972, Poser 1982). The examples in (8) indicate the aspect of the Ineseño Chumash pattern that resembles Navajo, and (9) the blocking effect.

(8) a. ksunonus ‘I obey him’
   b. *ksunonuf (hypothetical)
   c. kfunotf ‘I am obedient’
   d. *kfunots (hypothetical)

(9) a. ftijepus ‘he tells him’
   b. fijlusisin ‘they (dual) are gone awry’
   c. *fiskusisin (hypothetical)

(10) summarizes the phonotactic generalizations that are drawn from the above data.
1. [f] is never preceded by [s].
2. [s] is never preceded by [f] unless the nearest preceding [f] to the [s] is immediately followed by [n,t,l].

This constitutes a local blocking pattern because any one of [n,t,l], if immediately contiguous after a [f], blocks further [-anterior] agreement.

The precedence learner is unable to learn any blocking effect like the one in Ineseño Chumash. This is because upon seeing a word like [ftijepus] ‘he tells him’, the learner concludes incorrectly that [f] may precede [s] regardless of intervening material.

It is interesting that the precedence learner fails to learn the LDA pattern present in Ineseño Chumash because such blocking patterns are rare. In fact, Rose and Walker (2004) and Hansson (2001) argue that the absence of blocking is a distinguishing property of LDA patterns. If human learners use an inductive principle like the one the Precedence Learner uses, we have an explanation for the fact that most LDA patterns do not exhibit blocking effects: LDA patterns with blocking patterns are difficult to learn (this is made more precise below).

How rare is blocking in LDA patterns? There are only three cases discussed in the literature: Ineseño Chumash, Sanskrit Vedic, and Kinyarwanda. Both Hansson (2001) and Rose and Walker (2004) diagnose the Sanskrit Vedic pattern as a feature spreading (see also Schein and Steriade (1986), Gafos (1999), Chiosáin and Padgett (2001)). Evidence presented by Mpiranya and Walker (2005), Byrd et al. (2006) and Walker (2007) likewise suggests that Kinyarwanda exhibits feature-spreading as opposed to LDA. This leaves Ineseño Chumash as the only case of LDA with blocking discussed in the literature.\(^5\)

In the case of Ineseño Chumash, Hansson (2001) points out that the local block-

\(^5\)Another potential case is voicing agreement in Ngizim (Schuh 1978, 1997).
ing is probably related to the fact that there are no surface [ns, ts, ls] clusters. Evidence indicates a rule changes underlying /ns, ts, ls/ to [nʃ, tʃ, lʃ], respectively (Poser 1982). In a full phonological grammar, this rule may interact with rules enforcing agreement resulting in the phonotactic pattern (see also McCarthy (to appear)). On these grounds, Hansson (2001) dismisses the case of Chumash. Still, it remains to be explained how a learner can acquire the LDA pattern from surface forms which exhibit a regular exception.

If LDA patterns admit local blocking like the kind found in Ineseño Chumash, then the hypothesis space given by precedence learners will have to be expanded. In Appendix D–3, I sketch one way of elaborating the hypothesis space of precedence grammars so that a learner can identify LDA patterns with local blocking like the one found in Ineseño Chumash. This elaborated hypothesis space properly contains the hypothesis space learnable by the precedence learner. Consequently, the learner for this larger hypothesis space takes longer to succeed (i.e requires more evidence to converge) because it is able to make more distinctions. This suggests the hypothesis spaces discovered here are on the right track: the simpler precedence learner makes fewer distinctions and is able to learn common kinds of patterns, whereas the elaborated learner, which necessarily takes longer due to the larger hypothesis space, learns more complex, rarer patterns like the one found in Ineseño Chumash.

This learner cannot learn, however, unattested non-local blocking LDA patterns (where the blocking element can appear anywhere between the two agreeing segments which superficially appears to be the case in Sanskrit Vedic and Kinyarwanda).
6 Learning LDA Patterns and Patterns over Contiguous Segments

The learners presented in this chapter are unable to learn patterns over contiguous segments. They can only learn LDA patterns. How can the Precedence Learner be combined with the $n$-gram learner to learn phonotactic patterns which contains both patterns over contiguous and non-contiguous segments? The answer is simple. Given some input sample, both the $n$-gram learner and the precedence learner go to work, making their respective generalizations. The result is two regular languages: a $n$-gram language obtained by the $n$-gram learner and a precedence language obtained by the precedence learner. Well-formed words in the language are those words which exist in both $n$-gram and precedence languages. In other words, the phonotactic grammar which respects both kinds of patterns found in the sample is simply the intersection of the precedence and $n$-gram languages (i.e. the intersection of the finite state machines obtained by the two learners).

7 Summary

This chapter described the kinds of long distance agreement patterns, which are the patterns found over non-contiguous sounds in natural language. Precedence grammars and precedence languages can represent the phonotactic knowledge speakers have of long distance agreement patterns. It was shown how speakers can acquire these representations from limited experience using an inductive principle which straightforwardly relates to properties of LDA patterns. It follows that if people make generalizations like the precedence learner, we explain why LDA patterns exist. Also, because the precedence learner fails to learn LDA patterns with blocking, we explain their absence (or extreme rarity) in the known LDA typology. Finally,
it was shown how these grammars and learners can be encoded into finite state terms. Figure 4.5 shows the precedence languages as a small subset of the regular languages which include patterns Navajo sibilant harmony.

Figure 4.5: Precedence Languages
Appendices

D–1  A Formal Treatment of Precedence

In this section, we formally define precedence relations, sets, grammars and languages. It follows definitionally that the function $PS$ (defined below), which computes the precedence relations in a given string, belongs to $\mathcal{F}$ (defined in Appendix C–1.1). Thus, the function $PS$, just like the function $CS$ which computes the $n$-grams of a string, naturally defines a class of string extension grammars and languages. I call these languages precedence languages and denote them with $L_{prec}$. Because $PS \in \mathcal{F}$, $L_{prec}$ is closed under union and intersection and is identifiable in the limit by a learner which records precedence relations in observed words (by way of $PS$), as shown in Appendix C–1. Precedence languages have additional structure; these properties are also given below.

D–1.1 Precedence Relations and Sets

The symbols in the alphabet are augmented with the word boundary symbol #. We write $V = \Sigma \cup \{\#\}$.

**Definition 11** Let $w \in V^*$ and $w = x_1x_2\ldots x_n$ for some $n \in \mathbb{N}$. For $i, j$ where $1 \leq i, j \leq n$, we say $x_i$ precedes $x_j$ in $w$ iff $i < j$

We write $x_i <_w x_j$. $<_w$ is also called the precedence relation induced by $w$. When $w$ is understood, we just write $<$.

**Example 9** Let $w = abcd$. It will be useful to write $w$ with indices, i.e. as $a_1b_2c_3d_4$. Then the following are true:

1. $a_1 < b_2$ (since $1 < 2$).
2. $b_2 < d_4$ (since $2 < 4$).

**Remark 1** If two symbols stand in a precedence relation in a subsequence of a string, then that precedence relation holds for the string itself. I.e. for all $u,v,w \in \Sigma^*$, if $a <_w b$, then it is also the case that $a <_{uwv} b$. This turns out to have interesting consequences, as shown below in Theorem 21 and Theorem 22 below.

Every string $w \in V^*$ induces a precedence set, that is the set of precedence relations induced by $w$.

**Definition 12** Let $w \in \Sigma^*$. The $n$-precedence set of $w$ is:

$$PS(w) = \{(a,b) : a <_{\#} b\}$$

$PS$ is a function that, like the $n$-gram function $CS$, belongs to the class of functions $\mathcal{F}$ described in Appendix C–1.

**Example 10** Consider $w = abc$. Then

$$PS(w) = \left\{(\#,a),(\#,b),(\#,c),
\begin{array}{l}
(a,b),
(a,c),
(b,c),
(a,\#),(b,\#),(c,\#),
\end{array}\right\}$$

Note that $PS(w) = \emptyset$ iff $|w| \leq 1$.

Note also that computing $PS(w)$ is tractable in the length of $w$. This is because the most precedence relations in $w$ is $(|w|^2 - |w|)/2$. Furthermore, the size of $V$ provides an upper bound on this value because no precedence set contains more than $|V|^2$ elements.
D–1.2 Precedence Grammars and Precedence Languages

Precedence grammars are defined according to Appendix C–1.1 with the function $P_S$. In other words, a precedence grammar $G$ is a subset of $V^2$. Likewise, the language of a precedence grammar is defined according Definition 6. In other words, a word $w$ belongs to $L(G)$ only if $P_S(w) \subseteq G$.

**Example 11** Let $\Sigma = \{a, b, c\}$. Let

$$G = \begin{cases} 
(\#, a), \ (\#, b), \ (\#, c), \ (\#, \#), \\
(a, b), \ (a, c), \ (a, \#), \\
(b, a), \ (b, b), \ (b, \#), \\
(c, a), \ (c, c), \ (c, \#) 
\end{cases}$$

Since $G$ is a subset $V \times V$, it is a precedence grammar. Note that $L(G)$

1. does not include words with two $a$s because $(a, a)$ is not an allowable precedence relation (i.e not in $G$).

2. does not include words which have a $b$ following a $c$ since $(c, b)$ is not an allowable precedence relation.

3. does not include words which have a $c$ following a $b$ since $(b, c)$ is not an allowable precedence relation.

4. includes all other words.

**Remark 2** Note that if $(\#, \#)$ is not in a precedence grammar $G$, then $L(G)$ is empty since for any $w \in \Sigma^*$, deciding whether $w \in L(G)$ means determining whether $P_S(\#w\#)$ is a subset of $G$ and $(\#, \#)$ is always an element of $P_S(\#w\#)$ for any $w \in \Sigma^*$. It follows that $\lambda$ is an element of every nonempty precedence language and
similarly that (#, #) is an element of the canonical grammar for any nonempty precedence language.

D–1.3 Properties of Precedence Languages

The next theorem illustrates that, like \( L_{n-gram} \) (for some \( n \)), \( L_{prec} \) is closed under reversal but not closed under complement.

**Theorem 20** \( L_{prec} \) is not closed under reversal but not complement.

**Proof:** (reversal) Consider any \( L \in L_{prec} \) and let \( G \) be the canonical grammar for \( L \). We show that \( L^r = L(G^r) \). Note that

\[
(1) \quad PS(w)^r = PS(w^r)
\]

Consider any \( w^r \in L^r \). First we show \( PS(w^r) \subseteq G^r \). Consider any \( g \in PS(w^r) \). It follows from (1) that \( g^r \in PS(w) \). Since \( w \in L \), \( PS(w) \subseteq G \) and hence \( g^r \in G \). Therefore by definition, \( g \in G^r \). Since \( g \) is arbitrary, \( PS(w^r) \subseteq G^r \). Since for any \( g \in G \), \( g^r \in G^r \) by definition, it is the case that \( PS(w^r) \subseteq G^r \). Since \( w^r \) is arbitrary, \( L \subseteq L(G^r) \). Similarly, we can show \( L(G^r) \subseteq L \). Since \( L \) is arbitrary it follows that \( L_{prec} \) is closed under reversal.

(not complement) The only precedence language which does not contain \( \lambda \) is the empty language (see Remark 2). Any nonempty precedence language other than \( \Sigma^* \) then has a nonempty complement which does not contain \( \lambda \), and is therefore (by Remark 2) not describable by any precedence grammar. \( \square \)

Precedence languages have some unusual properties, to which the following theorems speak. First, we show that the precedence set of a subsequence of a string \( w \) is a subset of the precedence set of \( w \).
Theorem 21 Let $L \in \mathcal{L}_{prec}$. Then for all $w, u, v \in \Sigma^*$ such that $uwv \in L$, $PS(w) \subseteq PS(uwv)$.

Proof: Consider any $uwv \in L$ and any $(a, b) \in PS(w)$. Thus $a <_w b$ by definition and by Remark 1, $a <_{uwv} b$. Consequently, $(a, b) \in PS(w)$ and the theorem is proved. \qed

Corollary 13 Let $L \in \mathcal{L}_{prec}$. Then $Pr(L) = Sf(L) = L$.

Proof: Let $uwv \in L \in \mathcal{L}_{prec}$ and $G$ generate $L$. By considering the case when $u = \lambda$, Theorem 21 tells us that $PS(#w#) \subseteq PS(#wv#)$, which we know to be a subset of $G$ (since $wv \in L$). Thus every prefix of the language belongs to the language. Similarly when we consider the case when $v = \lambda$, we conclude every suffix of $L$ belongs to $L$. \qed

Corollary 14 Let $L \in \mathcal{L}_{prec}$. For all $u, v \in \Sigma^*$, if $uv \in L$ then $u, v \in L$.

Proof: Follows directly from Corollary 13. \qed

Incidentally, this is another way to see that $\lambda$ belongs to every nonempty precedence language since $\lambda$ is a prefix (and suffix) of every string.

It is useful to recall the concept of the range of a string (see Appendix A–1.5) which are the set of symbols present in the string. I denote the range of a string $w$ with $range(w)$. Also recall that $\gamma_{PS}$ is extends the domain of $PS$ from strings to subsets of $\Sigma^*$.

Lemma 18 Let $L \in \mathcal{L}_{prec}$ and $u, v \in L$. Then $uv \in L$ iff for all $b \in range(v)$ and $a \in range(u)$, $(a, b) \in \gamma(L)$. 
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Proof: \(\Rightarrow\) Suppose \(uv \in L\). Thus \(PS(#uv#) \subseteq \gamma(L)\). Consider any \(b \in range(v)\) and any \(a \in range(u)\). Clearly \(a < _{\#uv\#} b\) and therefore \((a, b) \in PS(#uv#) \subseteq \gamma(L)\).

\(\Leftarrow\) Suppose for all \(b \in range(v)\) and \(a \in range(u)\), \((a, b) \in G\). Since \(u, v \in L\), \(PS(#u#) \subseteq \gamma(L)\) and \(PS(#v#) \subseteq \gamma(L)\). Consequently, along with the \(\Leftarrow\) assumption, \(PS(#uv#) \subseteq \gamma(L)\) and \(uv \in L\). □

**Lemma 19** Let \(L \in L_{\text{prec}}\) and suppose \(uv \in L\). Then for all \(b \in range(v)\), \(ub \in L\).

**Proof:** Consider any \(b \in range(v)\) and any \(a \in range(u)\). Since \(uv \in L\), \((a, b) \in \gamma(L)\). Therefore \(PS(#ub#) \subseteq \gamma(L)\) and \(ub \in L\). □

We can now prove the following theorem which makes clear the structure of languages in \(L_{\text{prec}}\).

**Theorem 22** Let \(L \in L_{\text{prec}}\). Then for all \(uv \in Pr(L)\), \(T_L(uv) = T_L(u) \cap T_L(v)\).

**Proof:** Consider any \(uv \in Pr(L)\) and any \(w \in T_L(uv)\). Thus \(uvw \in Pr(L) = L\) and by Corollary 13, \(vw \in L\). Thus \(w \in T_L(v)\). To see that \(w \in T_L(u)\), note that since \(uvw \in L\), by Lemma 19, \(uw \in L\). Thus, \(w \in T_L(u)\). Therefore, \(w \in T_L(u) \cap T_L(v)\) and since \(w\) was arbitrary, \(T_L(uv) \subseteq T_L(u) \cap T_L(v)\).

\(G\) be a precedence grammar generating \(L\) and consider any \(w \in T_L(u) \cap T_L(v)\). Thus \(uw \in L\) and \(vw \in L\). Thus, for all \(a \in range(u)\), \(b \in range(v)\), and \(c \in range(w)\), both \((a, c)\) and \((b, c)\) belong to \(G\). Since \(uv \in L\), \((a, b)\) is also in \(G\). Thus by Lemma 18, \(ww \in L\) and hence \(w \in T_L(uv)\). Therefore \(T_L(u) \cap T_L(v) \subseteq T_L(uv)\) and we conclude \(T_L(uv) = T_L(u) \cap T_L(v)\). □
D–1.4 Learning Precedence Languages by String Extension

Finally, the results in Appendix C–1.2 tell us that the following learner identifies $\mathcal{L}_{\text{prec}}$ in the limit.

\[
\phi(t_i) = \begin{cases} 
\emptyset & \text{if } i = 0 \\
\phi(t_{i-1}) & \text{if } t_i = \epsilon \\
\phi(t_{i-1}) \cup PS(t_i) & \text{otherwise}
\end{cases}
\]

It is worthwhile to reiterate the important results in Appendix C–1 that lead to this result. Because because $PS \in \mathcal{F}$, for every individual word $w$ the learner observes, $PS(w)$ instantiates aspects of $G$. This is what is meant by string extension. It follows that at each point in the text, the learner $\phi$ guesses the smallest precedence language which contains every observation it has seen so far. Since every precedence language has a finite characteristic sample, there is some point in the text where the learner converges to the correct precedence language.

Also note that since $PS$ is an efficient function in the length of its input string, the learning function $\phi$ above is also efficient in the size of any given sample.

D–2 Learning $\mathcal{L}_{\text{prec}}$ via State Merging

D–2.1 Finite State Representation

**Theorem 23** For any $L \in \mathcal{L}_{\text{prec}}$, there is a finite state acceptor which accepts exactly $L$.

**Proof**: Let $L$ be a precedence language. Then there is an acceptor $A$ such that $L(A) = L$ where $A$ is defined as follows:
\[ Q = \{ \text{range}(u) : u \in Pr(L) \} \]
\[ I = \{ \emptyset \} \text{ iff } L(G) \neq \emptyset , \text{ otherwise } \emptyset \]
\[ F = \{ \text{range}(u) : u \in L \} \]
\[ \delta(S, a) = S \cup \{a\} \text{ iff } S, S \cup \{a\} \in Pr(L) \]

If \( L \) is empty then \( L(A) \) is empty so assume \( L \) is not empty. Consider any \( w \in L \). Since \( w \in L \), \( \text{range}(w) \) is a final state. By definition of \( Q \), every prefix of \( w \) has a state and it follows from the definition that \( \delta(I, w) = \text{range}(w) \). Thus, \( w \in L(A) \) and so \( L \subseteq L(A) \). Similarly, if \( w \in L(A) \) then \( \delta(I, w) = \text{range}(w) \), which also must be a final state. Thus \( w \in L \), i.e. \( L(A) \subseteq L \), which now implies \( L = L(A) \).

\[ \square \]

Note also that, as a consequence of Corollary 13, every state in the above construction is a final state.

Figure 4.6 illustrates the construction used in Theorem 23 with the grammar in Example 11.

![Figure 4.6: FSA for the Grammar in Example 11](image)

Note that the machines have more structure than what is revealed in the construction. In particular, the following lemma holds as a direct consequence of
Theorem 22.

**Lemma 20** For any $L \in L_{prec}$, let $A = (Q, I, F, \delta)$ be the acceptor which recognize $L$, constructed according to Theorem 23. Then for all $S \in Q$, $a \in \Sigma$, $\delta(S, a)$ is defined iff for all $s \in S$, $\delta(\{s\}, a)$ is defined.

**Proof:** This follows directly from Theorem 22 and the construction above. □

As an example, notice that the labels on the outgoing transitions of state $\{a, b\}$ is the intersection of the outgoing transitions of states $\{a\}$ and $\{b\}$.

Also, note that in the construction given above $A$ is forward deterministic. As a consequence of this definition, it should be clear that most states a machine will have is $2^{|\Sigma|}$. Note that $\Sigma^*$ (a one state canonical acceptor) uses all of these states! Although standard efficient minimization techniques (e.g. Hopcroft et. al. (2001)) allow one to obtain the smallest determinstic acceptor (a canonical acceptor for $L(G)$), we show below another (simpler) way to obtain the canonical acceptor of a precedence grammar. But first we show the construction above makes apparant the following language-theoretic characteriztion of precedence languages.

D–2.2 Towards a Language-theoretic Characterization

**Theorem 24** Let $L \in L_{prec}$, and consider $u, v \in Pr(L)$. If $\text{range}(u) = \text{range}(v)$ then $T_L(u) = T_L(v)$.

**Proof:** Suppose $\text{range}(u) = \text{range}(v)$. Then by construction of forward deterministic $A(L)$ above, $\delta(I, u) = \delta(I, v)$. Thus $T_L(u) = T_L(v)$. □
D–2.3 Learning Precedence Languages by State Merging

Here we present a description of the learner $\phi$ in Appendix D–2.1 in terms of state-merging. Given some acceptor $A = (Q, I, F, \delta)$, consider the function which maps states $q$ in $Q$ to sets of symbols which make up strings by which state $q$ can be reached from $I$; i.e. the function $R : Q \rightarrow 2^\Sigma$ defined below.

$$R(q) = \{ a \in \Sigma : \exists \omega \in \Sigma^* \text{ such that } \delta(I, \omega) = q \text{ and } a \in \text{range}(\omega) \}$$  (4.1)

$R(q)$ can be thought of as the union of the range of strings which form the incoming paths to $q$. As mentioned in Appendix A–1.3, this function induces an equivalence relation over the states $Q$ (i.e. $p \sim q$ iff $R(p) = R(q)$). This relation, denoted $\sim_R$ is called the range equivalence relation. The range equivalence relation induces a partition $\pi_R$ over $Q$. The blocks of this partition are merged to yield a new acceptor.

It is now possible to state the learner precisely. We give the learner in two versions, a batch learner and an iterative learner.

**Algorithm 3** The Precedence State Merging Learner (batch version)

**Input:** a positive sample $S$ and a positive integer $n$.

**Output:** an acceptor $A$.

**Initialization**

Let $A_0 = (Q_0, I_0, F_0, \delta_0) = PT(S)$.

**Merging**

Compute $\pi_R$ over $Q_0$.

**Termination**

Let $A = A_0/\pi_R$ and output acceptor $A$.

Algorithm 4 is the iterative version of this algorithm.
Algorithm 4 The Precedence State Merging Learner (iterative version)

**Input:** a positive sample $S$ and a positive integer $n$.

**Output:** an acceptor $A$.

**Initialization**

Let $A_0 = (\{q_0\}, \{q_0\}, \emptyset, \emptyset)$.

Let $i = 1$.

**for all** $w \in S$ **do**

Let $A'_{i-1}$ be the extension of $A_{i-1}$ with $w$.

Compute $\pi_R$ over $Q'_{i-1}$.

Let $A_i = A'_{i-1}/\pi_R$.

Increase $i$ by 1.

**end for**

**Termination**

Output acceptor $A_i$.

Algorithms 3 and 4 are guaranteed to converge to grammars which recognize the target language, provided $S$ is sufficient. However, as noted in §4, these learners do not converge as quickly they could. In particular, they do not take advantage of the properties of precedence languages given in Corollary 13 and Theorem 22. Thus it is not the case that $PT(S)/\pi_R$ is the same as the acceptor obtained by the construction in Theorem 23 for $L(\gamma(S))$. However, the machine obtained by adding making every state final and making adding transitions and states in accordance with Lemma 20 is the same acceptor, but I omit the statement of the result and formal proof here.
D–2.4 Obtaining the Canonical FSA for a Precedence Grammar

The finite state representation for a given precedence grammar was forward deterministic, but not canonical. This section compiles a few notes about how to obtain the smallest forward deterministic acceptor which accepts the same language as a precedence grammar.

**Lemma 21** Consider \( L \in \mathcal{L}_{\text{prec}} \). \( \forall u, v \in Pr(L), T_L(u) = T_L(v) \) iff range\((u) = \) range\((v) \) or \( Pr^1(T_L(u)) = Pr^1(T_L(v)) \).

**Proof:** Consider \( L \in \mathcal{L}_{\text{prec}} \) and let \( G = \gamma(L) \). The \((\Rightarrow)\) direction follows trivially so consider any \( u, v \in Pr(L) \). If \( \text{range}(u) = \text{range}(v) \) then by Theorem 24, \( T_L(u) = T_L(v) \). Now suppose \( \text{range}(u) = \text{range}(v) \) but \( Pr^1(T_L(u)) = Pr^1(T_L(v)) \). Consider any \( x \in T_L(u) \). For all \( x_0 \in \text{range}(x) \), \( u_0 \in \text{range}(u) \), \( (u_0, x_0) \in G \). Therefore \( ux_0 \in L \) (by Corollary 13) and by assumption \( vx_0 \in Pr(L) \) too. Consequently for all \( v_0 \in \text{range}(v) \), \( (v_0, x_0) \in G \). Since \( x_0 \) is arbitrary in \( x \), it follows that \( vx_0 \in L \) by Lemma 18. Thus \( x \in T_L(v) \) and since \( x \) is arbitrary, \( T_L(u) \subseteq T_L(v) \). The same argumentation shows that \( T_L(v) \subseteq T_L(u) \) and therefore \( T_L(u) = T_L(v) \). Thus the lemma is proved. \( \square \)

The idea is that the finite state representation of a precedence grammar can be made canonical by merging the blocks of this partition \( \pi_{O_1} \) (note that bigram grammars have the same property). As was the case with \( n \)-gram grammars the proof relies partly on Lemma 17.

**Theorem 25** Let \( L \in \mathcal{L}_{\text{prec}} \) and \( A \) be the acceptor for \( L \), constructed according to Theorem 23. Then the tail canonical acceptor for \( L \), denoted \( A_T(L) \), is isomorphic to \( A/\pi_{O_1} \).

**Proof:** Omitted. \( \square \)
D–3 Extending Precedence Grammars to Handle Local Blocking

This section defines relativized bigram precedence grammars, which begin to generalize the notion of precedence grammars. It is shown that this type of grammar can describe the LDA pattern with local blocking (as found in Ineseño Chumash) as well as the more common patterns with no blocking. It is also shown that the languages recognizable by these grammars are identifiable in the limit.

This is accomplished with another function belonging to \( \mathcal{F} \). This function extracts what I call the relativized bigram precedence relations in a given string. This function which naturally defines a class of languages which is identifiable in the limit by recording such relations.

D–3.1 Definitions and Examples

Definition 13 Let \( w \in V^* \) and \( w = x_1 x_2 \ldots x_n \) for some \( n \in \mathbb{N} \). For \( i, j \) where \( 1 \leq i, j \leq n \), we say \( x_i x_{i+1} \) relativley bigram precedes \( x_j \) in \( w \) iff

1. \( i + 1 < j \) and
2. for all \( k \) such that \( i + 1 < k < j \), \( x_i \neq x_k \).

We write \( x_i x_{i+1} <_w x_j \). \(<_w\) is also called the relativized bigram precedence relation induced by \( w \). When \( w \) is understood, we just write <.

It should be clear from the definition where the notions of bigram and relative precedence appear. The bigram refers to the fact that the relation defines precedence between a contiguous subsequence of length two and another segment. The second condition in the definition provides the notion of relativized precedence.
Example 12 Let \( w = babc \). We can write \( w \) as \( b_1a_2b_3c_4 \). Although \( b_1a_2 < b_3 \), \( b_1a_2 \not< c_4 \) since although \( 2 < 4 \), there is a \( b \) \((b_3)\) which intervenes between \( b_1 \) and \( c_4 \); i.e. condition (2) of Definition 13 is not met.

Every word \( w \in V^* \) induces a relativized bigram precedence set, that is the set of relativized bigram precedence relations induced by \( w \).

Definition 14 Let \( w \in V^* \). The relativized bigram precedence set of \( w \) is:

\[
PS_{(2,1)}(w) = \{ (ab, c) : ab < \#\#w\# c \}
\]

I adopt the notation \( PS_{(2,1)} \) because I suspect there is a family of precedence sets that can be defined in this way (cf. the family of \( n \)-gram relations).

Example 13 Consider \( w = babcd \). Then

\[
PS_{(2,1)}(w) = \begin{cases} 
(\#\#, b), & (\#\#, a), & (\#\#, c), & (\#\#, d), & (\#\#, \#), \\
(\#b, a), & (\#b, c), & (\#b, d), & (\#b, \#), \\
(ba, b), & \\
(ab, c), & (ab, d), & (ab, \#), \\
(bc, d), & (bc, \#) \\
(cd, \#) 
\end{cases}
\]

Note that writing \( w \) as \( b_1a_2b_3c_4d_5 \) it is clear that \((ba, c) \not\in PS_{(2,1)}(w)\) since by definition \( b_1a_2 \not< c_4 \) since \( b_3 \) intervenes. Similarly for \((ba, d)\).

As was the case with precedence languages, we define a bigram-precedence grammar \( G \) to be a subset of \( V^3 \), and the bigram precedence languages are defined according to the whether \( PS(w) \) is a subset of the grammar (see Appendix C–1). We denote this class of languages \( \mathcal{L}_{(2,1)\text{prec}} \).

\(^7\)Intuitively, the function \( PS \) defined in Appendix D–1 would be called \( PS_{(1,1)} \) in this family.
The LDA pattern of Ineseño Chumash, with the local blocking, belongs to \( L_{(2,1)prec} \). This can be seen by considering a grammar which includes \((ft,s)\) but excludes \((fx,s)\) where \([t]\) stands for all coronal segments and \([x]\) stands for all non-cornal segments.

### D–3.2 Properties of Relativized Bigram Precedence Languages

There are a number of properties of this language class which are like those of \( L_{prec} \) that I omit here for the sake of brevity. It is also easy to show that the bigram precedence languages properly contain the precedence languages, though I omit the proof here.

**Theorem 26** \( L_{prec} \subset L_{(2,1)prec} \).

**Proof:** Omitted. \( \square \)

### D–3.3 Learning with String Extension

\[
\phi(t_i) = \begin{cases} 
\emptyset & \text{if } i = 0 \\
\phi(t_{i-1}) & \text{if } t_i = \epsilon \\
\phi(t_{i-1}) \cup PS_{(2,1)}(t_i) & \text{otherwise}
\end{cases}
\]

The learner is efficient in the length of the input. It should be noted that this learner is ‘slower’ to learn a precedence language (without local blocking) than the precedence learner in the sense that it needs to see a larger sample in order to succeed. This follows from the fact that it makes (strictly) more distinctions than the precedence learner.
CHAPTER 5

Stress Patterns

Metrical theory forms part of a general research program to define the ways in which phonological rules may apply non-locally by characterizing such rules as local with respect to a particular representation. (Hayes 1995:34)

1 Overview

In this chapter, I consider the rhythmic patterns found in the world’s languages. I introduce a (near) universal property of these patterns called neighborhood-distinctness. This property, which relates directly to phonologist’s notions of locality, naturally provides an inductive principle which the learner below uses to successfully identify the target stress pattern from finite samples.


The rest of this chapter is organized as follows. §2 describes the stress typology
used in this study and explains why $n$-gram and precedence learning models are inadequate to describe these patterns. §3 introduces the property neighborhood-distinctness, which is shown to be a (near) universal property of these attested patterns. In §4, I present a simple learner, which I call the Forward Neighborhood Learner, which learns many of the neighborhood-distinct stress patterns but not all of them. Then I motivate an elaboration of this learner called the Forward Backward Neighborhood Learner, which succeeds on 100 of the 109 stress patterns (414 out of 422 languages) in the typology. In §5, I show another way in which the learner approximates the stress patterns found in the world’s languages: Many logically possible but unattested stress systems cannot be learned by the Forward Backward Neighborhood Learner. In other words, the range of the learning function approximates the stress patterns in the world’s languages in an interesting way.

2 Stress Patterns in the World’s Languages

2.1 The Stress Typology

The collection of languages and stress patterns discussed here are primarily due to two typological surveys: Bailey’s (1995) database of primary stress patterns and Gordon’s (2002) typology of quantity-insensitive stress patterns. Both of these researchers culled languages from first source material and report dominate stress patterns, though it should be recognized that many languages exhibit subordinate stress patterns (not part of the typology here). The dominant stress patterns are also discussed in standard texts of metrical theory such as Halle and Vergnaud (1987) and Hayes (1995). Note that ‘language’ here is domain-specific: a language

\footnote{The stress database \textit{StressTyp} currently maintained by Harry van der Hulst and Rob Goedemans did not become available online until after this project was underway. Many of the same languages in Bailey (1995) and Gordon (2002) are included in StressTyp, but StressTyp includes more languages than the ones in the Bailey (1995) and Gordon (2002) combined. Their database is available here \url{http://stresstyp.leidenuniv.nl/}. Also see Goedemans et al. (1996).}
which assigns stress differently in nouns and verbs (e.g. Lenakel) is counted as two languages. Because Bailey (1995) only catalogs primary stress patterns, I consulted every primary source possible given in Bailey (1995) and recorded a description of the dominant secondary stress pattern (if any) with the aid of two undergraduate assistants Rachel Schwartz and Stephen Tran. The resulting typology is summarized as an appendix to the dissertation. References for the languages that are mentioned in this chapter can be found in this appendix.

The resulting stress typology used in this chapter is available electronically as a free open-source MYSQL database. In addition to the stress information, the database includes the Ethnologue Language Code for the languages in the typology, as well as source information. There is a website that accesses the database; this site is linked from the author’s website.

One reason for making such a database available is that it provides other researchers the opportunity to find and correct errors unwittingly made by researchers whose work contributes to the typology in some manner, including of course my own. Although I have done my best to faithfully transfer the information in Bailey (1995) and Gordon (2002) and have checked the accuracy repeatedly, I think it is inevitable that some errors occur along the way. Understanding the secondary stress descriptions for languages in Bailey (1995) also requires interpretations and the usual warnings apply (see Hayes (1995:1)). Finally, it is also possible that the sources upon which these typologies are based contain mistaken analyses of the stress patterns or unintentionally omitted relevant information. Despite all of this, I maintain that the database is one accurate representation (cf. StressTyp in footnote 1) of the field’s state of knowledge regarding known stress patterns in human languages.

There are many ways one can categorize the kinds of stress patterns found in the world’s languages. Following previous researchers, two useful distinctions
that are employed here are (1) whether or not stating the primary stress rule requires reference to the type of syllable (often in terms of its quantity, also called weight) and (2) whether or not the distance between a primary stressed syllable and the word edge is bounded or not. It turns out the bounded-unbounded distinction only matters for systems which are quantity-sensitive. Thus, there are three categories: quantity-insensitive, quantity-sensitive bounded, and quantity-sensitive unbounded. I introduce these types (and their subtypes) in turn in order to demonstrate the extent of the variation that occurs. After reviewing the variation in the known typology, I introduce a previously unknown (near) universal property of stress patterns: neighborhood-distinctness.

### 2.1.1 Phonotactic Restrictions

In addition to the different stress assignment rules described below, there is additional variation that is relevant to a learner of stress patterns. Some languages place additional restrictions on what strings of syllables are well-formed. Many languages prohibit monosyllabic words, or words consisting of a single light syllable. Some languages only have superheavy syllables occurring finally. Other languages require every word to have at least (or at most) one heavy syllable. These phonotactic constraints matter for a learner because words which violate these phonotactic constraints are not present in the learner’s linguistic environment. Therefore, whenever such a restriction was mentioned in a source, it was noted. These restrictions are included in the typology and contribute to the total number of distinct patterns. For example, Alawa and Mohawk both assign stress to the penultimate syllable, but words in Mohawk are minimally disyllabic, which is not the case as far as I know in Alawa, and so these patterns differ minimally in this respect.
2.1.2 Quantity-Insensitive Stress Systems

Quantity-insensitive (QI) stress patterns are those in which stating the stress rule need not refer to the quantity, or weight, of the syllables. A review of the typology reveals 319 languages to be quantity-insensitive. These 319 languages exhibit 39 distinct stress patterns. These patterns can be divided into four kinds: single, dual, binary and ternary systems. Single stress systems have a single stressed syllable in each word. Dual stress systems have at most two stressed syllables in each word. Binary and ternary systems have no fixed upper bound on the number of stressed syllables in a word and place stress rhythmically on every second or third syllable, respectively. No other kind of QI stress system is attested.

Of the 39 single QI systems, some languages place a single stress initially (e.g. Chitimacha), finally (e.g. Atayl), on the penultimate syllable (e.g. Nauatl), on the peninitial syllable (e.g. Lakota), and on the antepenultimate syllable (e.g. Macedonian). Note that there is no language which place a single stress on the fourth or fifth syllable from the word edge. Nor is there any language which places stress on the middle syllable (or on the left or rightmost middle syllable in words with an even number of syllables). The attested QI single stress patterns are bounded in the sense that primary stress occurs within some bound of the word edge. Because there are some languages like Macedonian which can assign antepenultimate stress, this bound appears to be three.

There are fifteen dual stress patterns in the typology. The most common dual system places primary stress on the penultimate syllable and secondary stress on the initial syllable (e.g. Sanuma). The pattern where primary stress is placed on the initial syllable and secondary stress is placed on the penultimate syllable also exists (e.g. Lower Sorbian). Languages like Quebec French place primary stress on the final syllable and secondary stress initially. Another dual pattern places primary
stress on the initial syllable and secondary stress on the antepenultimate syllable (e.g. Mingrelian). Finally, one language places primary on the antepenultimate syllable and secondary on the initial syllable (Georgian).

In the eighteen binary systems, alternating syllables are stressed. One kind of binary pattern places stress on even syllables counting from the right word edge (e.g. Malakmalak), and another places stress on odd syllables counting from the left word edge (e.g. Maranungku). Another places stress on odd syllables counting from the right word edge (e.g. Urubú Kaapor). Other languages place stress on even syllables counting from the left word (e.g. Araucanian).

Some binary patterns allow the alternating pattern to skip a beat (a lapse) or to pick up an extra beat (a clash) near word edges. For example, one pattern places stress on odd syllables counting from the left word edge but never on the final syllable (e.g. Pintupi), resulting in a lapse word-finally in words with an odd number of syllables. Garawa stresses the even syllables counting from the right and the first syllable, but never the second syllable, resulting in a lapse after the first syllable in words with an odd number of syllables. Piro stresses odd syllables from the left, the penultimate syllable, never the antepenultimate, resulting in a lapse before the penult in words with an odd number of syllables. On the other hand, Gosiute (Shoshone) stresses odd syllables counting from the left and the final syllable, resulting in a clash word-finally in words with an even number of syllables. Similarly, Tauya stresses even syllables from the right and the initial syllable, resulting in a clash in words with an even number of syllables. Southern Paiute stresses even syllables from the left and penult, but never the final syllable, which results in a clash on the penult and antepenult in words with an even number of syllables.

There are only two QI languages with ternary patterns in the typology. Cayu-vava places syllable on every third syllable, counting from the right. Words with
fewer than three syllables place stress initially. Ioway-Oto places stress on the peninital syllable and every third syllable afterwards.

2.1.3 Quantity-Sensitive Bounded Stress Systems

Quantity-sensitive (QS) stress systems are unlike QI stress systems in that stress placement is predictable only if reference is made to syllable types. Because syllable distinctions are usually describable in terms of the quantity, or weight, of a syllable, these such patterns are called quantity-sensitive. The typology includes 44 patterns which have quantity-sensitive bounded patterns.

Consider the classic case of Latin (Jacobs 1989, Mester 1992, Hayes 1995). Latin distinguishes between syllables which are ‘light’ and those which are ‘heavy’. Light syllables are those with a short vowel and no coda consonant, i.e. (C)V. Heavy syllables are all other syllable types in Latin, e.g. CV, CVC, CVCC. The stress rule is now given below:

(1) In words at least three syllables in length, stress the penult if it is heavy, otherwise stress the antepenult. In shorter words, stress the initial syllable.

The distinction between light and heavy syllables is necessary in order to understand that stress placement is rule-governed. The examples in (2) exemplify the stress rule (Jacobs 1989, Mester 1992, Hayes 1995).
(2) a. amínkus L Í H ‘friend, kind’
   b. guberná:bunt L H Í H ‘they will reign’
   c. inimí:kitia L L H Í L L ‘hostility’
   d. doméstikus L Í L H ‘belonging to the house’
   e. mánda: Í H ‘entrust (2sg.imp)’
   f. kánis L H ‘dog’
   g. héri Í L ‘yesterday’

Also note that the examples (e-f) show that stress falls initially in disyllabic words.

Stress patterns like the one found in Latin are not only quantity-sensitive, they are bounded systems; i.e. primary stress falls within a certain distance of the word edge (three syllables from the right edge).

Like the QI patterns, QS patterns can be subdivided in single, dual, binary and ternary types. There is also a type I term ‘multiple’ for reasons given below. Because of the weight distinction, each of these subtypes shows extensive variation.

For example, some single systems are relatively simple. Maidu stresses the first syllable of a word if it is heavy, and the second syllable otherwise. On the other hand, Shoshone Tumpisa stresses the second syllable if it is heavy, but the first syllable otherwise. Kawaiisu is like the Maidu pattern, but at the right edge, whereas Javanese is like the Shoshone Tumpisa pattern, but at the right edge. A more complicated QS single pattern is exemplified by Pirahã. Pirahã makes a distinction between five syllable types, which, for expository purposes, can be placed on a single scale from ‘lightest’ to ‘heaviest’. Stress falls on either the final, penult, or antepenult: whichever is the rightmost heaviest syllable receives the stress.

\(^2\)These distinctions are usually analyzed along a dimension distinct from weight called prominence (Everett 1988, Hayes 1995).
There is one QS dual system in the typology, Maithili, which assigns primary stress to the penult if it is heavy, otherwise to the final if it is heavy, otherwise to the antepenult if it is heavy. If none of those syllables are heavy, stress falls on the penult. Secondary stress falls on the initial syllable.

The QS bounded binary patterns exhibit dramatic variation. For example, Inga assigns secondary stresses iteratively from the right word edge. If the first syllable to the left of the word edge or a stressed syllable is heavy it receives stress, otherwise the second syllable to the left receives stress. Nyawaygi assigns secondary stress like Inga with one difference: Inga places primary stress on the rightmost stressed syllable, Nyawaygi places primary stress on the leftmost one. Manam assigns primary stress to the the rightmost superheavy in the final, penult, or antepenult syllable if there is one, otherwise to the rightmost heavy in the penult or antepenult if there is one, otherwise to the antepenult. Then using the main stress as the starting point, it assigns secondary stresses iteratively like Inga. Seminole Creek assigns stress from the left word edge iteratively: if the first syllable to the right of the word edge or a stressed syllable is heavy it receives stress, otherwise the second syllable to the right receives stress. There are many more binary QS bounded patterns, this is just a sample.

There are fewer ternary patterns. Sentani places final primary stress on final syllable if it heavy otherwise on the penult. Secondary stresses are assigned iteratively to the left of main stress: if the second syllable to the left of a stress is heavy, it receives stress, otherwise the third syllable to the left of a stress receives stress. Estonian optionally assigns secondary stress according to a ternary rule as in Sentani, or according to a binary rule like the one in Palestinian Arabic.

Some languages assign primary stress like the single systems described above, and place secondary stress only on heavy syllables, e.g. Cambodian. These patterns I call ‘multiple’ QS patterns. This because they are similar to binary and ternary
patterns, in that there is no upper limit on how many syllables in a word can receive stress. These differ from binary and ternary patterns however, because they are not bounded, as any number of unstressed syllables can occur between stresses. They are included here with QS bounded systems because the location of primary stress is bounded.

Finally, note that the languages make the heavy/light distinction in different ways. For example in Munsee, CVC and CVV syllables count as heavy and CV syllables count as light, but in Malecite-Passamoquody only CVV syllables count as heavy and CVC and CV syllables count as light. Interested readers should consult Gordon (2006) to learn more about the role of syllables weight in prosodic systems. This study abstracts away from how a language makes the distinction between heavy and light syllables for the purpose of assigning stress.

2.1.4 Quantity-Sensitive Unbounded Stress Systems

Quantity-sensitive unbounded stress systems place no limits on the distances between primary stress and word edges. In this way they differ from other QS systems which require stress to fall within a certain window of the word edge or of another stress.

For example, Selkup assigns primary stress according to the ‘Rightmost Heavy Otherwise Leftmost’ stress rule, stated below in (3).

\[(3) \text{ Place stress on the rightmost heavy syllable in the word. If there are no heavy syllables, stress the leftmost syllable.}\]

In Selkup syllables with long vowels count as heavy, otherwise they count as light. The Selkup words in (4) exemplify the stress rule. Stressed syllables can occur in any position—the first, last or a middle syllable—as long as the rule in (3) is obeyed

(4) a. [py na kisó:] L L L Í ‘giant’
b. [i lí sá: mi] L L Í L ‘we lived’
c. [qó kiti] Í L L ‘deaf’
d. [qumó qúlí:] L H L Í ‘your two friends’
e. [ucó mi] H Í L ‘we work’
f. [ucíkko:qí] H L Í L ‘they two are working’
g. [quí mmin] L Í ‘human being’ (gen.)
h. [ámírna] L L L ‘eats’
i. [qól címpati] L L L L ‘found’

The typological survey includes 45 which assign stress in an unbounded manner like the ones above. There are 26 distinct patterns found among these 45 languages. Two commons sources of variation is whether the left or rightmost heavy is stressed and which syllable is stressed in words without heavy syllables. For example, Murik stresses the leftmost heavy syllable and in words with no heavy syllables, the initial syllable is stressed. Kwakwala is like Murik except stress falls finally in words with no heavy syllables. Cheremis Mountain stresses the rightmost nonfinal heavy syllable, and in words with no heavy syllables, the final syllable is stressed. Other sources of variation include whether there is secondary stress (e.g. alternating from primary stress in vidin, heavy syllables in Nubian Dongolese), whether there are any restrictions on the distribution of syllables (e.g. Murik has at most one heavy syllable per word), and whether whether there is a three-way distinction among syllable types (light, heavy, and superheavy as in Klamath).
2.2 Summary of the Typology

Combining Bailey’s (1995) and Gordon’s (2002) stress typologies yields a typology of 422 languages, exhibiting 109 distinct stress patterns. These patterns are broadly categorized into three groups by primary stress placement: quantity-insensitive, quantity-sensitive bounded, and quantity-sensitive unbounded. Within each of these types there is extensive variation.

2.3 Inadequacy of $N$-gram and Precedence Learners

$N$-gram based learners and precedence based learners are inadequate to learn the kinds of patterns here. This is because the hypothesis space to which these learners are intrinsically bound cannot adequately describe the stress patterns above.

Consider first $n$-gram languages. As was the case with the precedence languages, there is no value $n$ available such that an $n$-gram language can describe all stress patterns. This is due to the nature of QS unbounded stress systems. For example, in the ‘Leftmost Heavy otherwise Leftmost’ pattern of Murik, a heavy syllable cannot follow at any distance a stressed light syllable. As demonstrated with long distance agreement, this kind of constraint is simply outside the class of patterns describable with $n$-gram languages.

Interestingly, precedence-based learners do not fare much better when it comes to unbounded stress patterns. This is because precedence languages have the peculiar property (see Appendix D–1.3) that if $a$ can precede $a$ then every word in $a^*$ is in the language. Thus since an unstressed syllable may follow another unstressed syllable in an unbounded pattern (in fact, in all patterns), there are well-formed words which consist solely of unstressed syllables! Consequently, a precedence language cannot describe exactly the QS unbounded stress patterns either.

Finally, we can ask whether combining precedence and $n$-gram learners as sug-
gested in Chapter 4 §6 is a successful strategy. However, it is easy to see that the answer in this case must be that it does not. The problem is the same: since the precedence learner accepts strings of unstressed syllables as legal and the \( n \)-gram accepts strings of \( n - 1 \) unstressed syllables as legal, intersecting the results keeps words which are strings of unstressed syllables. Therefore the combination offers no improvement over the \( n \)-gram learners.\(^3\)

### 2.4 Unattested Stress Patterns

Despite the extensive variation recounted above, stress patterns are not arbitrary. There are many, many logically possible ways to assign stress which are unattested. No language places a stress on the fourth syllable from the right (or left) in words four syllables or longer, and on the first (or final) syllable in words three syllables or less. No stress pattern places stress on every fourth or every fifth syllable (cf. binary and ternary patterns above which place stress on every second or third syllable). Moving further afield, languages do not place stress on every \( n \)th syllable, where \( n \) is a prime number, nor on every \( n \)th syllable where \( n \) is equal to some prime number minus one. When we consider the myriad of logically possible ways stress can be assigned, the attested variation appears quite constrained.

### 3 Neighborhood-Distinctness

This section introduces a (near) universal property of the 109 stress patterns which provides an inductive principle learners can use to generalize correctly from limited experience.

For each of the distinct patterns in the typology, I constructed a finite state

\(^3\)Bigram, trigram, 4-gram, and precedence learners could learn 11, 54, 75, and 0 of the 109 patterns respectively. Simulations which intersect the \( n \)-gram learner’s grammar with the grammar obtained by the precedence learner make no improvement as expected.
acceptor such that only those words which obey the language’s stress rules are recognized by the acceptor. The words these machines generate are strings of syllables, not segments. Thus this study abstracts away from the different ways languages determine the relevant quantity of a syllable. These machines are available electronically as part of the stress typology database (see §2.2).

3.1 Definition

The key idea is that each state in a finite state acceptor represents some phonological environment (for some related discussion see Riggle (2004)). Given the idea that phonological environments are ‘local’, we can identify each state with its local characteristics. Thus I define the neighborhood of a state as

(5) 1. the set of incoming symbols to the state
2. the set of outgoing symbols to the state
3. whether it is a final state or not
4. whether it is a start state or not

Thus the neighborhood of state can be determined by looking solely at whether or not it is final, whether or not it is a start state, what the set of symbols labeling the transitions which reach that state is, and what the set of symbols labeling the transitions which depart that state is. Pictorially, all the information about the neighborhood of a state is found within the state itself, as well as the transitions going into and out of that state. For example, suppose states p and q in Figure 5.1 belong to some larger acceptor. We can decide that states p and q have the same neighborhood because they are both nonfinal, nonstart states, and both can be reached by some element of \{a, b\}, and both can only be exited by observing a member of \{c, d\}. 
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Figure 5.1: Two States with the Same Neighborhood

It is now possible to define acceptors that are neighborhood-distinct.

(6) An acceptor is said to be **neighborhood-distinct** iff no two states have the same neighborhood.\(^4\)

The class of neighborhood-distinct languages is defined in (7).

(7) **The neighborhood-distinct languages** are those for which there is an acceptor which is neighborhood-distinct.

Neighborhood-distinctness is highly restrictive. The neighborhood-distinct languages are a (finite) proper subset of the regular languages over some alphabet \(\Sigma\): all regular languages whose smallest acceptors have more than \(2^{2|\Sigma|+1}\) states cannot be neighborhood-distinct (since at least two states would have the same neighborhood). Thus most regular languages are *not* neighborhood-distinct.

Recall from Chapter 2 Appendix B–3 that although many different acceptors can recognize the same language or pattern, certain ones are more useful than others. For example, a forward deterministic acceptor with the fewest states for a language is called the language’s tail canonical acceptor and typically finite state patterns are represented with this acceptor. I will refer to such acceptors which are neighborhood-distinct (and the languages they recognize) as *tail-canonically* recognized.

\(^4\)Also, the acceptor must be stripped; i.e. every state must be useful (see Appendix B–3.8).
neighborhood-distinct. However, another algebraically equivalent (though arguably less useful) choice is a backward deterministic acceptor with the fewest states for a language, which is called the language’s head canonical acceptor. It will be useful to refer to head-canonical acceptors which are neighborhood-distinct (and the languages they recognize) as head-canonically neighborhood-distinct. These two acceptors can be computed from any acceptor which recognize a given pattern. Finally, I will refer to patterns which are either tail or head canonically neighborhood distinct simply as canonically neighborhood-distinct.

3.2 Universality

When we consider the typology of stress patterns, 97 are tail canonically distinct and 105 are head-canonically neighborhood distinct. Only two languages are neither tail nor head canonically distinct. In other words, 107 of the 109 types of languages in the stress typology are canonically neighborhood-distinct (documented in Appendix E–2). One of these two non-canonically neighborhood-distinct stress patterns is provably not neighborhood distinct, the pattern of Içuã Tupi (Abrahamson 1968). It remains an open question whether there is some neighborhood-distinct acceptor which recognizes the other one, which is the pattern of Hindi as described by Kelkar (1968). Nevertheless canonical neighborhood-distinctness is a (near) universal property of attested stress patterns.

3.3 Discussion

There is a question as to how serious a challenge the two languages which are not canonically neighborhood-distinct are serious obstacles to the hypothesis that all phonotactic patterns are canonically neighborhood-distinct. If the the two stress patterns in question were common, or from languages whose phonology was well-
studied and uncontroversial, the challenge to the hypothesis would obviously be more serious. As it is however, we would like to know more about the patterns in the languages themselves.

Unfortunately, in the case of Içuã Tupi, this seems impossible as Abrahamson (1968:6) notes that the tribe is “almost extinct” with only two families alive at the time of his studies. According to his paper, Içuã Tupi places stress on the penult in words four syllables or fewer and on the antepenult in longer words. In metrical theory, one would say that final syllable extrametricality is invoked in words with five or more syllables, but not invoked in words with four or less syllables. Although his paper devotes only a few lines to the topic of word stress, there are no obvious errors and the description of the pattern is clear as are the illustrative examples. I see little alternative but to accept the pattern as genuine.

Nonetheless, there are other plausible possibilities which would render the Içuã Tupi pattern canonically neighborhood-distinct. For example, Abrahamson (1968) makes no mention of secondary stress. The presence of secondary stress can distinguish states (see discussion of Klamath and Seneca in §5.6 below). For example, if Içuã Tupi also exhibits secondary stress word-finally, then the pattern becomes neighborhood-distinct. Another possibility is that words of five syllables or longer may optionally place stress on the penult or on the antepenult. Although it may be unfair to assume this (as we can expect Abrahamson to have noted it), this alteration also makes the pattern neighborhood-distinct.

On the other hand, the stress pattern of Hindi has been the subject of many different proposals (as described in Hayes (1995)). There is little consensus as to what the stress pattern of Hindi actually is. However, even if each different description of Hindi were correct (perhaps because speakers belong to different dialectal groups), a small change to Kelkar’s description renders it neighborhood-distinct. According to Kelkar, Hindi is a QS unbounded system with a three-
way quantity distinction with main stress falling on the rightmost (nonfinal) heavy syllable, or in words with all light syllables, the penult. Secondary stresses fall on heavy syllables and alternate light syllables to the left of the main stress. Kelkar’s description of the stress patterns, however, rests on words that are only a few syllables in length. In other words, although his description makes clear predictions about how stress falls in longer words, it is far less clear that these predictions are actually correct. If, in some longer words, primary stress optionally occurs as secondary stress, then this pattern also becomes neighborhood-distinct.

To sum up, it is premature to reject the hypothesis that all patterns are canonically neighborhood-distinct because of the counterexamples of Içuã Tupi and Hindi (per Kelkar). The proposed descriptions of these patterns ought to be investigated further if possible to see if they hold up as counterexamples. A small change in the description of the pattern may render it neighborhood-distinct. Finally, note that the hypothesis that all stress patterns are canonically neighborhood-distinct is supported by the many established stress patterns in the typology which fall into this class.

4 The Learner

Because the neighborhood-distinct languages form a finite class, there are actually many, many learners which can identify this class of patterns in the limit (Jain et al. 1999, Osherson et al. 1986). Consequently, there is much to explore.

In this section, I introduce a simple learner which only uses the concept of neighborhood to generalize. The idea is to merge same-neighborhood states in the finite state representation of the input. Note that to the extent this learner

---

5This may also well be the most complicated pattern in the typology, as measured by the number of states in its tail and head canonical acceptors: 32 and 29 respectively (cf. Pirahã which has 33 and 18, respectively).
succeeds, it explains why stress patterns are neighborhood-distinct. As it turns out, this learner does not identify this class of patterns in the limit, though it does succeed for many of the attested stress patterns.

I introduce the learner in two steps for easier exposition. The first step introduces a learner called the Forward Neighborhood Learner first, which succeeds on many, but not all, of the attested patterns. I argue that analysis of the languages which the Forward Neighborhood Learner fails to learn reveals that it is handicapped by the prefix tree representation of the input. I propose an additional alternative representation of the input—suffix trees—and a revised learner called the Forward Backward Neighborhood Learner, which succeeds on many more (but not all) of the attested patterns. Results and predictions are discussed in §5.

Note that unlike the learners in the previous chapters, the only known description of the learning functions presented here use the state merging scheme.

The learners are evaluated in the following manner. For each acceptor representing some stress pattern, the learners below were provided samples generated by this acceptor. If the acceptor output by the learner recognizes the same language as the original acceptor, then that was counted as successful learning. This criterion establishes identification in the limit because the learners below have the property that there is some sample with which the learners succeed, and the learners continue to succeed with any strictly larger sample.

4.1 The Forward Neighborhood Learner

The Forward Neighborhood Learner merges states in the prefix tree which have the same neighborhood. I denote by $M_{nd}$ the function which maps a prefix tree $PT$ to the neighborhood-distinct acceptor obtained by merging all states in $PT$ with the same neighborhood. Note that computing $M_{nd}$ is efficient in the size of $PT$. This
is because (1) merging two states is efficient (Hopcroft et al. 2001), (2) an algorithm need at most check every pair of distinct states for neighborhood-equivalence to determine if they should be merged, and (3) determining the neighborhood-equivalence of two states is efficient. It is now possible to state precisely the Forward Neighborhood Learner (FNL). The Forward Learner successfully identifies 85 of the 109 pattern types as shown in Appendix E–2.

These results also make clear that the languages in the range of the learning function are not the same as the neighborhood-distinct languages. The two classes of languages clearly overlap, but the Forward Learner does not identify the class of neighborhood-distinct languages in the limit. The Forward Learner does not even identify the tail-canonically neighborhood-distinct languages, falsifying the conjecture made in Heinz (2006b) that it does. Nonetheless, the results are promising because the languages for which the Forward learner succeeds cross-cuts the QI, QS bounded, and QS unbounded stress patterns, suggesting the learner is on the right track.

When we examine the languages for which the Forward Learner fails to learn we find that the error is always one of overgeneralization. This happens because states are merged which should be kept distinct. Consequently, the grammar returned by the learner accepts a language strictly larger than the target language. This means that there is some word for which the learner’s grammar accepts different stress assignments. This can be construed as optionality—a particular string of syllables

---

\[\text{Algorithm 5 The Forward Neighborhood Learner}\]

**Input:** a positive sample \(S\)

**Output:** an acceptor \(A\).

Let \(A = M_{nd}(PT(S))\) and output acceptor \(A\).
can be stressed this way or that way.

Another characteristic that all stress patterns for which the Forward Learner fails share (except Kashmiri) is that they are typically analyzed with a metrical unit at the right word edge. Why would such languages be problematic for the Forward Learner? One idea is that the prefix tree’s inherent left-right bias fails to distinguish the necessary states, and this occurs more commonly in languages analyzable with a metrical unit at the right word edge. If this were the case, the problem is not with the generalization procedure per se, but rather with the inherent left-right bias of the prefix tree. Below I propose another way the input to the learner can be represented as a finite state acceptor: suffix trees.

4.2 Suffix Trees

If the input were represented with a suffix tree, then the structure obtained has the reverse bias, a right-to-left bias. Like a prefix tree, a suffix tree is a finite state representation of the input: it accepts exactly the words from which it was built and nothing else. A suffix tree is structured differently from a prefix tree, however, because each state now represents a unique suffix in the sample instead of a prefix. Whereas a prefix tree is forward deterministic, a suffix tree is reverse deterministic. A formal definition is provided in Appendix E–1, where it is also proven that a suffix tree can be constructed in terms of a prefix tree given some sample. This procedure runs as follows: Given a sample of words, build a prefix tree reading each word in reverse. Since the resulting prefix tree accepts exactly the reverse of each word in the sample, reverse this tree by changing all final states to start states, all start states to final states, and changing the direction of each transition (see Appendix B–3.5). The resulting acceptor is a suffix tree and accepts exactly the words in the sample.
Figure 5.2 shows a suffix tree constructed from all words which obey the ‘Rightmost Heavy Otherwise Leftmost’ stress pattern of Selkup up to four syllables in length. Compare the structure of the suffix tree of this representation to the prefix tree shown in Figure 5.3. Though both representations accept exactly the same finite input, they are structurally different and not mirror images of each other. The two trees have different structures—though both accept exactly the same (finite) set of words. Because they have different structures, the states in a suffix tree may have different neighborhoods than the states in a prefix tree. Consequently, the generalizations acquired by merging states with the same neighborhoods may be different.

4.3 The Forward Backward Neighborhood Learner

The Forward Backward Neighborhood Learner is very simple. Let $M_{nd}$ be the function which maps an acceptor to the acceptor obtained by merging same-neighborhood states. Let $PT$ and $ST$ denote functions which map a finite sample to the prefix tree and suffix tree, respectively, which accepts exactly the given sample. The learner simply applies the $N_{nd}$ to the prefix and suffix tree representations of the samples and intersect the results. This learner succeeds on 100 of the 109 patterns

\begin{algorithm}
\caption{The Forward Backward Neighborhood Learner}
\textbf{Input:} a positive sample $S$
\textbf{Output:} an acceptor $A$.

Let $A_1 = M_{nd}(PT(S))$.

Let $A_2 = M_{nd}(ST(S))$.

Let $A = A_1 \cap A_2$ and output the acceptor $A$.\end{algorithm}

(414 of 422 languages), a considerable improvement over the Forward Learner. The

\footnote{Intersection ($\cap$) of two acceptors $A$ and $B$ results in an acceptor which only accepts words accepted by both $A$ and $B$ (See §B-3.4).}
Figure 5.2: Suffix Tree for Stress Pattern of Selkup for All Words Four Syllables or Less
Figure 5.3: Prefix Tree for Stress Pattern of Selkup for All Words Four Syllables or Less
appendix in §E–2 provides these results, along with those of the Backward Neighborhood Learner (which generalizes only by merging same-neighborhood states in the suffix tree).

5 Discussion

In this section I explain why the Forward Backward Neighborhood Learner works as well as it does, demonstrate that significant classes of logically possible stress patterns cannot be learned by this learner, discuss the attested patterns it fails to learn as well as additional predictions made by the learner.

5.1 Basic Reasons Why the Forward Backward Learner Works

The reason the Forward Backward Learner succeeds in more cases than the Forward Learner is simple: intersection keeps the robust generalizations. The robust generalizations are the ones made in both the prefix and suffix trees. Overgeneralizations that are made by the Forward Learner are not always made by merging same-neighborhood states in the suffix tree. Consequently, those that are not do not survive the intersection process. Likewise, it is also true that overgeneralizations made by merging same-neighborhood states in the suffix tree are not always made in the prefix tree.

However, the generalization strategy itself—the merging of same-neighborhood states—is the real reason for the algorithm’s success. Consider again the Forward Learner. By merging states with the same neighborhood, the algorithm guarantees that its output is neighborhood-distinct. Similarly, when the same-neighborhood states are merged in the suffix tree, the resulting acceptor is neighborhood distinct. The learner—by merging same-neighborhood states—generalizes to neighborhood-distinct patterns. Thus if people generalize similarly, it explains why
nearly all stress patterns are neighborhood-distinct.

There is one caveat, however. As explained in Chapter 6, the class of neighborhood-distinct languages is not closed under intersection. Thus when the Forward Backward Neighborhood Learner intersects the two acceptors obtained by merging same-neighborhood states in the prefix and suffix trees, the resulting language is not guaranteed to be neighborhood distinct. Little is understood about what additional properties are necessary to ensure that neighborhood-distinctness survives the intersection process. Whatever those properties are, they appear to be in play here. The patterns obtained via the intersection process in the current study produced a tail or head canonically neighborhood-distinct pattern for every pattern in the study save Ashéninka.

5.2 Input Samples

As with the $n$-gram and precedence learners, we can ask what kind of input sample is necessary for the learner to succeed when it does. Unlike those other learners however, the characteristics of a sufficient sample—that is, a sample which guarantees the learner converges to the target grammar—are not yet known for neighborhood-based learners. Consequently, it is difficult to determine whether the kinds of samples the learner requires to succeed are present in the linguistic environment of children. This section argues that there is reason to be optimistic, despite the lack of a characterization.

First, let me make clear the samples that were given to the learner in the simulations. They consisted of all words form one to $n$ syllables which obeyed the stress pattern (recall that stress pattern here includes restrictions on what syllable sequences are allowed, see §2.1.1). If the learner failed for some given $n$, then $n$ was increased by one and the learner tried again. If the learning did not occur by the
time $n$ equaled nine, or in some cases eight, I concluded the learner failed.

For example, Table 5.3 in Appendix E–2 shows that the Forward Backward Learner succeeded in learning the stress pattern of Mam when provided a sample which consisted of all words with one to five syllables. Because this languages makes a threeway distinction between syllable types, this means there $3^5 = 343$ words that made up the sample.\footnote{Learners were only given words which made the necessary syllable distinctions. It is easy to see, however, that if QI learners were given words which made some (superficial) light-heavy distinction that the learner would still converge to the correct grammar. This is because additional (i.e. unnecessary) syllable distinctions do not change the character of the neighborhoods in the target grammars. It does mean that the sample size becomes larger, which makes the question of what constitutes a characteristic sample more pressing.}

This method of sample construction provides a very crude idea of what constitutes a sufficient sample. We can only conclude from the above demonstration that a sufficient sample for the stress pattern exemplified by Mam must include at least one word of length five syllables. In fact, when simple QI patterns are considered, it is easy to see that a single word of sufficient length is all that is needed to generalize correctly to infinitely many longer words. Thus in all likelihood, the size of a characteristic sample is much smaller than the size of the samples given in the simulations suggest, which increases our confidence that such a sample is plausibly found in the linguistic environment of children.\footnote{Our confidence should also increase when we recall that there are additional properties of stress patterns not considered by the neighborhood-learner (which only makes use of a particular formulation of locality when generalizing) that learners likely make use of. See §5.6.}

5.3 Unlearnable Unattested Patterns

It is also interesting to note that most unattested patterns cannot be learned by the Forward Backward Neighborhood Learner. Intuitively, this follows from the fact that neither the Forward Learner nor Backward Learner can ever learn a non-neighborhood-distinct pattern (of which there are infinitely many).
For example, logically possible unattested stress patterns such as those which place stress on every fourth, fifth, sixth, or \( n \)th syllable cannot be learned. To see why, consider the acceptor in Figure 5.4 which generates the logically possible stress pattern which assigns stress to the initial syllable and then every fourth syllable. The reason is that this pattern cannot be learned by the Forward Backward Neighborhood Learner because states 2 and 3 have the same neighborhood. It is not possible to write some other acceptor for this language that would not have two states like states 2 and 3 above with the same neighborhood (because the pattern requires exactly three unstressed syllables between stresses). Thus this pattern is not neighborhood-distinct. Consequently neither the Forward Learner nor the Backward Learner could ever arrive at this pattern by merging same-neighborhood states since states 2 and 3 (or more precisely, their corresponding states in the prefix and suffix trees) would always be merged. Furthermore, since this overgeneralization is made by both learners, it survives the intersection process. Thus the result obtained by the Forward Backward Learner is that secondary stresses must occur at least two syllables apart. In a sense, the learner fails because it cannot distinguish ‘exactly three’ from ‘at least two.’ In this way, the Forward Backward Learner cannot makes concrete the idea that “linguistic rules cannot count past two” (Kenstowicz 1994:597). Whether children or adults behave similarly in artificial language learning experiments is an open question.

Figure 5.4: The FSA for a Quaternary Stress Pattern
5.4 Unlearnable Attested Patterns

In this section, I discuss the eight languages which the Forward Backward Neighborhood Learner failed to learn. Again, in every case the learner failed because it overgeneralized. Thus for certain words, although the grammar obtained by the learner places stress in the correct positions, it can also place stress in other positions. In other words, the learner allows a certain degree of optionality. I address these failures in the next section below.

The concrete reason why all of these patterns fail is because there are two states which are merged which should not be. In other words, the learner does not distinguish phonological environments where it should have. To make it more concrete than that requires careful examination of the canonical acceptors and the prefix and suffix trees, and space and time prohibit such an extended discussion. Therefore in what follows, I only make a few observations. Undoubtedly, more questions are raised than can be answered.

Two of the languages for which it fails, Içuã Tupi and Hindi (per Kelkar), are not canonically neighborhood distinct and are discussed in §3.3. Mingrelian is a neighborhood-distinct pattern which places primary stress initially and secondary stress on the antepenult. The Forward Backward Neighborhood Learner fails because it cannot distinguish the sequence of two unstressed syllables at the end of the word from similar sequences in the middle of the word.

The stress patterns of Palestinian Arabic, Cyrenaican Bedouin Arabic, Hindi per Fairbanks are all not learnable by this learner, though they are neighborhood-distinct. It is striking that these are precisely the patterns in the typology that have been analyzed with extrametrical feet (Hayes 1995). It appears that patterns describable with extrametrical feet are beyond the range of the learning function.

Ashéninca and Pirahã are two other patterns which are neighborhood-distinct
but beyond the the range of the learning function. These patterns are well-known prominence systems. However, I suspect the reason the Forward Backward Learner fails has less to do with this, than with the fact that both of these languages, like the ones above, can place stress on the third syllable (or the fourth in the case of Ashéninca) from the right edge in particular circumstances. It seems that the Forward Backward Neighborhood learner can learn only some patterns like this (e.g. Walmatjari).

5.5 Addressing the Unlearnable Attested Patterns

Given the hypothesis that the stress patterns are in the range of the FBL learning function, but eight of the stress patterns are not learned by the algorithm, there are two possibilities: the stress patterns as described are incorrect, or the hypothesis is false. I consider both possibilities here.

First, I consider the possibility that the stress patterns have not been accurately described. With the exception of Kelkar’s description of Hindi, all of the patterns that fail regularly place stress in certain words on the third syllable from the right word edge. There are many stress patterns which place stress on the antepenultimate syllable and are in the range of the FBL. What accounts for the difference?

One instructive case comes from Mingrelian, which recall places primary stress on the initial and secondary stress on the antepenult. A similar pattern is found in Walmatjari, which optionally places stress on the penult or antepenult in longer words. The pattern of Walmatjari is learnable because the states in the acceptor which generate the pattern are made distinct in the suffix tree by the optional penult pattern that occurs in longer words. Interestingly, these are the only two QI dual languages in the typology which place primary stress close to the left word edge and
secondary stress on the antepenult. Furthermore, if Mingrelian places secondary stress on the penult in trisyllabic words, even optionally, the stress pattern is now learnable (as the relevant states are now distinct in the suffix tree). Given that the data from Mingrelian comes from a single source (Klimov 2001), it may very well be the case that there is optionality in Mingrelian.\textsuperscript{10}

Similarly, if the FBL is correct, the prediction is that the stress patterns in the other languages are different from what has been described. In this respect, it is worth pointing out that the patterns for which the learner fails are ones where consensus has formed over a somewhat small data set. This does not mean that that the actual patterns are completely different from what previous researchers described. In fact, the patterns can differ minimally in interesting ways and even include the same set of words that earlier researchers used to develop their own hypotheses. The two ways that I am suggesting here are (1) in certain words, there will be optionality and (2) in languages currently described as lacking secondary stress, there may in fact be secondary stress. Because theory helps direct the course of investigation, it is plausible that these might be overlooked (or in the case of secondary stress, difficult to detect) in earlier hypothesis formation.

Turning to the second possibility, it may be the case that hypothesis that the FBL is correct is wrong and that the descriptions are 100\% accurate. At this point it is useful to recall that because the canonically neighborhood-distinct class is finite, there are many learners for this class which identify it in the limit, of which the FBL is not one.

The fact that the FBL fails for stress patterns that are describable with a rule of foot extrametricality (Palestinian Arabic, Cyrenaican Bedouin Arabic, Hindi per Fairbanks, see Hayes (1995)) shows that not all patterns describable in standard

\textsuperscript{10}I am currently in the process of obtaining this source.
metrical theory (Hayes 1995) can be learned by the FBL.\textsuperscript{11} The source of this conflict is not well understood except at the most superficial level: the locality conditions imposed by the FBL learner are not met in patterns describable with extrametrical feet.

However, if the locality conditions were adjusted by extending the notion of neighborhood to include incoming and outgoing paths of length two then in fact all the languages in the typology can be identified in the limit by a similarly modified FBL. In other words, the neighborhood discussed so far may be considered a ‘1-1 neighborhood’ where ‘1-1’ means ‘incoming paths of length 1 and outgoing paths of length 1’, and in fact all patterns are ‘2-2 neighborhood-distinct’ and learnable by a ‘2-2 FBL’.\textsuperscript{12}

Chapter 6 investigates this more general concept of the neighborhood. This parameterization of the ‘\(j-k\)’ neighborhood-distinct languages turns the hypothesis space into a infinitely large space, where the most common patterns are the ones found for small values of \(j\) and \(k\), and rarer patterns require larger values of \(j\) and \(k\) (though still no larger than 2).\textsuperscript{13} Although this infinite hypothesis space is neither Gold- nor PAC- learnable (since for any regular language there is some \(j\) and \(k\) for which it becomes \(j-k\) neighborhood-distinct), formal learning theorists are

\textsuperscript{11}It is worth asking if there are other stress patterns that are ‘natural’ in some sense, yet either non-neighborhood-distinct or non-learnable by the FBL. This is project beyond the current scope of this dissertation. One way to proceed might be to see whether the stress patterns generated in a factorial typology of OT constraints are learnable by the FBL. Proposals include Eisner (1998), Tesar (1998), and Kager (1999).

One potentially problematic pattern is one where alternating stress occurs on both sides of a primary stress. Different states for the alternating pattern are required to keep track of whether the primary stress has been seen, but the states themselves may have the same neighborhoods. This is like the Yidi pattern, except Yidi is neighborhood-distinct and FBL learnable because of the distinction between heavy and light syllables.

\textsuperscript{12}Since all trigram and precedence languages are 1-1 neighborhood-distinct, it is easy to see that they are also 2-2 neighborhood-distinct.

\textsuperscript{13}Of course, extending the size of the neighborhood in this way also allows quaternary stress patterns to be learned by the learner. Thus it would be claimed that such patterns are learnable though not as easily learned as the more common patterns, which are neighborhood-distinct for smaller values of \(j\) and \(k\).
interested in precisely this kind of problem and are seeking to develop a framework of learning which investigates how learning can proceed in these kinds of hypothesis spaces (Pitt 1989, Angluin 1992, de la Higuera 1997).

5.6 Other Predictions

Other predictions follow from the proposal that stress patterns are in the range of the Forward Backward Learner. As mentioned, the FBL predicts that the presence or absence of secondary stress matters for learnability. It was mentioned above that adding secondary stress can make unlearnable patterns learnable. Removing it can also make learnable patterns unlearnable. For example, It was discovered that if secondary stress is excluded from the grammars of Klamath and Seneca, then the Forward Backward Neighborhood Learner fails to learn these grammars. It fails because, in the actual grammars of Klamath and Seneca, the presence of secondary stress distinguishes the neighborhoods of certain states of the prefix and/or suffix trees.

The Forward Backward Neighborhood Learner can also learn unattested patterns that are unnatural. In such cases, it is important to remember that learner developed here only examines the contribution that locality can make to learning. For example, consider the logically possible stress pattern ‘Leftmost Light Otherwise Rightmost’ (LLOR). Whether or not humans can learn such a pattern is an open question. However, even if it were shown that LLOR is more difficult to learn than the more natural ‘Leftmost Heavy Otherwise Rightmost’ pattern, the fact is plausibly due to considerations separate from locality (e.g. the Weight-to-Stress Principle (Prince 1992, Gordon 2006)).
5.7 Comparison to other Learning Models

Here I compare the Forward Backward Learner to the ordered cue-based learner in the Principles and Parameters framework (Dresher and Kaye 1990, Gillis et al. 1995), a perceptron-based learner (Gupta and Touretzky 1994), and an OT-based learner (recursive constraint demotion with robust interpretive parsing) (Tesar 1998, Tesar and Smolensky 2000). Like the Forward Backward Learner, each of these learning models was evaluated with respect to stress patterns. However, exact comparisons are not possible because each learner was tested on a different set of stress patterns with different kinds of input samples.

Gillis et al. (1995) implement the cue-based model presented in Dresher and Kaye (1990). The ten parameters yield a language space consisting of 216 languages. The language space is based on actual stress patterns but does not include all attested stress types. The learner discovers parameter settings compatible with 75% to 80% of these languages when provided a sample of all possible words from one to four syllables. As Dresher (1999) notes, it is possible (though unknown) that accuracy increases if longer words are admitted into the sample.

Gupta and Touretzky (1994) present a perceptron with nineteen stress patterns, of which it successfully learns seventeen. The training input consists of a sample of all words of length seven syllables and less, and is presented to the perceptron at least seventeen times. This is the smallest number of times that resulted in successful learning any of the nineteen patterns (e.g. the perceptron learned Latvian, a QI single system with word-initial stress, when presented with such training input). The largest number of presentations of the sample is 255 (for Lakota, a QI single system which places stress on the peninitial syllable). If the perceptron is given a training sample of shorter words, it is able to learn the two patterns which it otherwise fails to learn.
Tesar and Smolensky (2000) report 12 constraints which yields a space with 124 languages. Like the language space in the P&P model above, this is an artificial language space based on actual languages (but not all attested patterns are included). If the initial state of the learner is monostratal—that is, no a priori ranking—then the learner succeeds on about 60% of the languages. When a particular initial constraint hierarchy is adopted, the learner achieves \( \sim 97\% \) success.

The FBL is certainly simpler than the P&P and OT learners in the sense that it uses fewer a priori parameters. It is not exactly clear how to count the number of a priori parameters of each model since that requires placing them all on a level playing field. But certainly the FBL, which has no a priori P&P parameters or OT constraints, is much simpler. The speed at which the FBL converges (measured by sample size) appears slower than both of these models; this is almost certainly related to the fact that the hypothesis space of the FBL is so much larger.

When the FBL is compared to the perceptron learner, it is less clear which is the simpler model. However, the perceptron learner is much, much slower than the FBL as it requires repeated presentations of words.

However, the main advantage the FBL has over the other models is that the locus of explanation now resides in the learning process. In fact (with the one caveat mentioned earlier) we can say that the reason stress patterns are neighborhood-distinct is because learners generalize from their experience in the way predicted by the FBL. In this way, the FBL is more explanatory than the other models, where the locus of explanation lies in the parameters, the constraints, or is obfuscated.

Consider the OT learner. There, the learner works because of additional structure imposed by the nature of an OT grammar over the hypothesis space. If the constraints were different—say they allowed patterns describable with feet of size four or five syllables—then learning would proceed as before with the same suc-
cess over this (false) hypothesis space for stress patterns, despite the fact that such patterns are unattested. The locus of explanation in OT is the content of the constraints themselves, i.e. the content of CON.

One possibility for OT is to restrict the kinds of constraints allowed in CON so that only neighborhood-distinct constraints are allowed (cf. Eisner (1997a), McCarthy (2003)). This is a serious restriction and has the effect of eliminating patterns from the subsequent factorial typology that can be described with feet of size four or five syllables. It also has the effect of allowing OT practitioners to continue to use most of the standard kinds of constraints (alignment constraints of course the notable exception).

In the same way, that one can ask of OT, why these constraints and not some others, one can also ask the question: Why this learning function instead of some other learning function? For example, stress patterns, and phonotactic patterns in general are not found in the full range of the zero-reversible languages (see Angluin (1982)). Is there a difference between stipulating constraints in OT and stipulating inductive principles that learners can use? The answer to this last question is Yes, there is a difference. The fact is that moving the discussion from why this constraint, to why this learning algorithm is an advance because it is a simpler platform from which we can explain aspects of the nonarbitrary character of the observed patterns. In this respect, this goal is no different from the one which seeks to explain the nature of constraints in terms of phonetic—or perhaps more generally articulatory or perceptual—naturalness (Myers 1997, Hayes 1999, Steriade 2001, Hayes et al. 2004).

Finally, let me be clear that the FBL does not compare to OT, as a theory of phonology. This is simply because OT can do many things the FBL cannot, e.g. describe patterns of alternation. Nonetheless, in the domain of learning stress patterns (and phonotactic patterns in general, see Chapter 6), the FBL, due to its
explanatory power, offers insight into the kinds of stress patterns that OT currently stipulates in an a priori constraint set.

6 Summary

Two recent surveys (Bailey 1995, Gordon 2002), when put together, yield a typological survey of 422 stress languages and 109 distinct stress patterns, representing over 70 language families. For each of these stress patterns, I constructed a finite state acceptor representing it. 107 of these patterns are tail or head canonically neighborhood-distinct—that is, are made up of phonological environments (states) that are uniquely defined by local properties. Thus one hypothesis put forward in this chapter are that all stress patterns are canonically neighborhood distinct.

Neighborhood-distinctness is not only interesting because it is a novel formulation of locality in phonology and a (near) universal of attested stress patterns, but also because it naturally provides an inductive principle learners can use to generalize. The Forward Backward Neighborhood Learner, which generalizes by merging same-state neighborhoods in prefix and suffix trees, correctly learns 100 of the stress patterns. Another hypothesis put forward in this chapter is that stress patterns fall within the range of the Forward Backward Neighborhood learning function.

These two hypothesis are expressed in Figure 5.5. Note that it is not known which is the stronger or weaker hypothesis because the exact ‘size’ of both of these language classes is unknown. Certainly in terms of raw numbers given the attested typology, the former hypothesis fares better. Only two stress patterns in the typology lie outside the domain of the canonically neighborhood-distinct languages. The range of the Forward Backward Learner, which again does not line up exactly with the canonically neighborhood-distinct class, excludes more of the attested stress patterns.
Although the learner does not learn all of the patterns, it is striking that such a simple procedure learns so many. Additionally, most unattested logically possible stress patterns cannot be learned by this learner. Therefore, the class of languages in the range of the proposed learning function approximate the attested patterns in a nontrivial, interesting way.
Appendices

E–1 A Formal Treatment of Suffix Trees

A suffix tree is an acceptor constructed from a finite sample like a prefix tree. Define $ST(S) = (Q, I, F, \delta)$ as follows:

$$
Q = \{Sf(S)\}
$$

$$
I = \{S\}
$$

$$
F = \{\lambda\}
$$

$$
\delta(au, a) = u \text{ whenever } u, ua \in Q
$$

For any $S$, $ST(S)$ is a backward deterministic acceptor that accepts exactly $S$.

The following lemma and corollary establish a nontrivial relationship between suffix trees and prefix trees.

**Lemma 22** For any positive sample $S$, $PT(S^r)$ is isomorphic to $ST(S)$.

**Proof:** For some positive sample $S$, let $PT(S^r) = (Q, I, F, \delta)$ and $ST = (Q', I', F', \delta')$. By definition $PT(S^r)^r = (Q, F, I, \delta)$. $h(u) = u^r$ is the bijection we need. $Q = \{Pr(S^r)\} = \{Sf(S)^r\}$ by Lemma 7. For all $u \in Q$, $h(u) = u^r \in Sf(S)$. By the definition of suffix trees, $u^r \in Q_r$. Thus by the nature of the reverse operation, then $h$ is one to one and onto. Since $h(\lambda) = \lambda$, $h(I) = F'$. Similarly $h(F) = I'$. Finally for any $u \in Pr(S^r)$, $a \in \Sigma$, $\delta(u, a) = ua$ whenever $u, ua \in Pr(S^r)$ implies $\delta^r(ua, a) = u$. It is necessary to show that $h(\delta^r(ua, a)) = \delta'(h(ua), a)$. Consider: $h(\delta^r(ua, a)) = h(u) = u^r = \delta'(au^r, a) = \delta'(h(ua), a)$ since $h(ua) = au^r$.

**Corollary 15** For any positive sample $S$, $ST(S^r)^r$ is isomorphic to $PT(S)$.
E–2  Results of the Neighborhood Learning Study

The tables below are interpreted as follows. In the ‘FL’, ‘BL’, and ‘FBL’ columns, circled numbers mean the Forward Learner, the Backward Learner, and Forward Backward Learner identifies the pattern, respectively. The number inside the circle indicates which forms were necessary for convergence. Specifically, $\circ n$ means the learner succeeded learning the pattern with a sample of words consisting of one to $n$ syllables. The ‘Notes’ column indicates whether or not there are any phonotactic restrictions (which the sample obeys) or other relevant information. In particular, X and Y indicate whether the stress pattern is not tail or head canonically neighborhood-distinct, respectively. Thus, absence of X (Y) indicates tail (head) canonical neighborhood-distinctness. Table 5.6 provides an explanation of the notes. The ‘Name’ column provides the name of a language in the typology which exemplifies the pattern, which is uniquely identified by the number in the ‘#’ column.

The ‘Main’ column contains the Syllable Priority Code (SPC), which was developed by Bailey (1995) as a shorthand for indicating primary stress assignment rules. The last character of the SPC (L or R) indicates from which edge of the word to begin counting. Thus the initial syllable is designated 1L, the peninitial 2L, the penultimate 2R, and the final syllable 1R. Thus the simplest SPC codes, such as 1L (Afrikaans), simply mean main stress falls on the initial syllable.

Generally, more complex SPCs can be read as a series of if-then-else statements. Slashes indicate a quantity-sensitive rule with rules governing heavier syllables occurring left of the slash. Thus the SPC 12/2L (Maidu) unpacks to the following: If the initial syllable is heavy, it gets stress, else if the peninitial syllable is heavy, it gets stress, else stress falls on the peninitial syllable. If the numbers are suffixed with $\circ s$, it means primary stress is assigned if the syllable position carries
secondary stress.

Unbounded patterns, where the stress can fall any distance from the word edge, use the $12..89$ construct. For example, the SPC for Amele $12..89/1L$ unpacks to the following: If the first syllable counting from the left is heavy then it receives primary stress, else if the second syllable counting from the left is heavy then it receives primary stress ... otherwise (if there are no heavy syllables) the first syllable counting from the left receives primary stress. Since words are unbounded in length, Bailey (1995) uses $.89$ to indicate “and so on” in the increasing order for any length. Thus 89 do not literally mean the 8th or 9th syllable. Rather 9 means the farthest syllable from the relevant edge and 8 means the next-to-farthest syllable from the relevant edge and so on. See Bailey (1995) for more details.

SPCs that are followed by $(n+)$ means the code only applies to words that have at least $n$ syllables. Likewise SPCs that are followed by $(n-)$ means the code only applies to words that have at most $n$ syllables.

The ‘Secondary’ column contains extensions I made to the SPC in order to describe secondary stress patterns. ‘None’ of course means that no secondary stress is present. ‘Not included’ means that source material reports secondary stresses, but that either 1) the source material did not describe it, usually because it was deemed too complex, or 2) the source material did describe it, but the pattern was either unclear or too complicated for me to incorporate into the study due to the usual suspect: time.

Since secondary stress patterns are often iterative (that is can be described recursively once the position of one stress is known), I indicate secondary stress patterns that can be described iteratively with the prefix $i$. The prefix $i2$ means the second syllable from a stress receives a stress (in both directions). The first stress is indicated with a SPC suffixed with a @ symbol. Thus $i2@1L$ (Bagandji) indicates
secondary stresses fall on odd syllables from the left, whereas $i2@2R$ (Anejom) indicates secondary stresses fall on even syllables from the right. $@m$ means that the first stress upon which the iterative procedure is based is the position of main stress. $@mL$ means the iterations proceed only leftwards of main stress. Likewise, $@mR$ means the iterations proceed only rightwards of main stress.

When the secondary stress rules are quantity-insensitive, I use H,L,X to designate heavy, light, and either heavy or light syllables, respectively. Thus a typical trochaic pattern is designated $i('H,'LL)$ and a typical iambic pattern $i(H',LX')$. If the iterative procedure begins from the word edge (as opposed to from a particular position), I forgo the connective @ and just suffix L or R to indicate whether the pattern proceeds from the left or right edge, respectively. Thus $i('H,'LL)R$ (Inga) means trochees are iteratively constructed from the right word edge.

Whenever only heavy syllables bear secondary stress, I indicate this with H. Sometimes it is necessary to explicitly mention that secondary stress only precedes main stress (as in cases describable with foot extrametricity), in which case I use the symbol $<$.  

Table 5.1: Quantity-Insensitive Single and Dual Patterns

<table>
<thead>
<tr>
<th>#</th>
<th>Name</th>
<th>Main</th>
<th>Secondary</th>
<th>Note</th>
<th>FL</th>
<th>BL</th>
<th>FBL</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Single</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.</td>
<td>Afrikaans</td>
<td>1L</td>
<td>None</td>
<td></td>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>2.</td>
<td>Abun West</td>
<td>1R</td>
<td>None</td>
<td></td>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>3.</td>
<td>Diegueno</td>
<td>1R</td>
<td>None</td>
<td>B</td>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>(roots)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4.</td>
<td>Agul North</td>
<td>2L</td>
<td>None</td>
<td></td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>5.</td>
<td>Alawa</td>
<td>2R</td>
<td>None</td>
<td></td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>6.</td>
<td>Mohawk</td>
<td>2R</td>
<td>None</td>
<td>A</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>#</th>
<th>Name</th>
<th>Main</th>
<th>Secondary</th>
<th>Note</th>
<th>FL</th>
<th>BL</th>
<th>FBL</th>
</tr>
</thead>
<tbody>
<tr>
<td>7</td>
<td>Cora</td>
<td>1L (2-), 3R</td>
<td>None</td>
<td></td>
<td>6</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>8</td>
<td>Paamese</td>
<td>3R (3+), 1L (2-)</td>
<td>None</td>
<td>B,X</td>
<td>×</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>9</td>
<td>Bhojpuri</td>
<td>3R (4+), 2R (3-)</td>
<td>Not included</td>
<td>X</td>
<td>×</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>10</td>
<td>Icua Tupi</td>
<td>3R (5+), 2R (4-)</td>
<td>None</td>
<td>X,Y</td>
<td>×</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>11</td>
<td>Bulgarian</td>
<td>lexical</td>
<td>None</td>
<td></td>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
</tbody>
</table>

**DUAL**

<table>
<thead>
<tr>
<th>#</th>
<th>Name</th>
<th>Main</th>
<th>Secondary</th>
<th>Note</th>
<th>FL</th>
<th>BL</th>
<th>FBL</th>
</tr>
</thead>
<tbody>
<tr>
<td>12</td>
<td>Gugu-Yalanji</td>
<td>1L</td>
<td>2R</td>
<td></td>
<td>6</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>13</td>
<td>Sorbian</td>
<td>1L</td>
<td>None (3-), 2R (4+)</td>
<td>X</td>
<td>×</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>14</td>
<td>Walmartjari</td>
<td>1L</td>
<td>2R or 3R (5+), 2R (4), None (3-)</td>
<td>Y</td>
<td>×</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>15</td>
<td>Mingrelian</td>
<td>1L</td>
<td>3R (4+), None (3-)</td>
<td>X</td>
<td>×</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>16</td>
<td>Armenian</td>
<td>1R</td>
<td>1L</td>
<td></td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>17</td>
<td>Udihe</td>
<td>1R</td>
<td>None (2-), 1L (3+)</td>
<td></td>
<td>5</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>18</td>
<td>Anyula</td>
<td>2R</td>
<td>1L (4+), None (3-)</td>
<td></td>
<td>6</td>
<td>7</td>
<td>7</td>
</tr>
<tr>
<td>19</td>
<td>Georgian</td>
<td>3R (3+), 2R (2-)</td>
<td>1L (5+), None (4-)</td>
<td></td>
<td>7</td>
<td>8</td>
<td>8</td>
</tr>
</tbody>
</table>

Table 5.2: Quantity-Insensitive Binary and Ternary Patterns

<table>
<thead>
<tr>
<th>#</th>
<th>Name</th>
<th>Main</th>
<th>Secondary</th>
<th>Note</th>
<th>FL</th>
<th>BL</th>
<th>FBL</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>Bagandji</td>
<td>1L</td>
<td>i2@1L</td>
<td></td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th></th>
<th>Name</th>
<th>Main</th>
<th>Secondary</th>
<th>Note</th>
<th>FL</th>
<th>BL</th>
<th>FBL</th>
</tr>
</thead>
<tbody>
<tr>
<td>21.</td>
<td>Maranungku</td>
<td>1L</td>
<td>i2@1L</td>
<td>B</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>22.</td>
<td>Asmat</td>
<td>1R</td>
<td>i2@1R</td>
<td></td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>23.</td>
<td>Araucanian</td>
<td>2L</td>
<td>i2@2L</td>
<td></td>
<td>6</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>24.</td>
<td>Anejom</td>
<td>2R</td>
<td>i2@2R</td>
<td></td>
<td>6</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>25.</td>
<td>Cavinena</td>
<td>2R</td>
<td>i2@2R</td>
<td>A</td>
<td>6</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td><strong>Binary with Lapse</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>26.</td>
<td>Anguthimri</td>
<td>1L</td>
<td>i2@1L, no 1R</td>
<td></td>
<td>6</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>27.</td>
<td>Bidyara</td>
<td>1L</td>
<td>i2@1L, no 1R</td>
<td>A</td>
<td>6</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>Gungabula</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>28.</td>
<td>Burum</td>
<td>1L</td>
<td>i2@1L, optional no 1R</td>
<td></td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>29.</td>
<td>Garawa</td>
<td>1L</td>
<td>i2@2R, 1L, no 2L</td>
<td></td>
<td>6</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>30.</td>
<td>Indonesian</td>
<td>2R</td>
<td>i2@2R, 1L, no 2L (4+), None (3-), X</td>
<td></td>
<td>6</td>
<td>7</td>
<td>7</td>
</tr>
<tr>
<td>31.</td>
<td>Piro</td>
<td>2R</td>
<td>i2@1L, 2R, no 3R</td>
<td></td>
<td>6</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>32.</td>
<td>Malakmalak</td>
<td>12@sL (3+), 1L (3-)</td>
<td>i2@2R (3+), None (3-)</td>
<td></td>
<td>6</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td><strong>Binary with Clash</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>33.</td>
<td>Gosiute</td>
<td>1L</td>
<td>i2@1L, 1R</td>
<td></td>
<td>5</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>Shoshone</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>34.</td>
<td>Taugya</td>
<td>1R</td>
<td>i2@1R, 1L</td>
<td></td>
<td>6</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>35.</td>
<td>Southern Paiute</td>
<td>2L (3+), 1L (2-)</td>
<td>i2@2L, 2R, no 1R (3+), None (2-)</td>
<td></td>
<td>7</td>
<td>×</td>
<td>8</td>
</tr>
<tr>
<td>36.</td>
<td>Biangai</td>
<td>2R</td>
<td>i2@2R, 1L</td>
<td></td>
<td>7</td>
<td>6</td>
<td>7</td>
</tr>
<tr>
<td>37.</td>
<td>Central Alaskan</td>
<td>1R</td>
<td>i2@2L</td>
<td>B</td>
<td>6</td>
<td>6</td>
<td>6</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>#</th>
<th>Name</th>
<th>Main</th>
<th>Secondary</th>
<th>Note</th>
<th>FL</th>
<th>BL</th>
<th>FBL</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>TERNARY</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>38.</td>
<td>Cayuvava</td>
<td>1L (2-), 3R (3+)</td>
<td>None (2-), i3@3R (3+)</td>
<td>A, X</td>
<td>×</td>
<td>8</td>
<td>9</td>
</tr>
<tr>
<td>39.</td>
<td>Ioway-Oto</td>
<td>2L</td>
<td>i3@2L</td>
<td></td>
<td>7</td>
<td>8</td>
<td>8</td>
</tr>
</tbody>
</table>

Table 5.3: Quantity-Sensitive Bounded Patterns

<table>
<thead>
<tr>
<th>#</th>
<th>Name</th>
<th>Main</th>
<th>Secondary</th>
<th>Note</th>
<th>FL</th>
<th>BL</th>
<th>FBL</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>LEFTMOST HEAVY OTHERWISE LEFTMOST</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>40.</td>
<td>Murik</td>
<td>12.89/1L</td>
<td>None</td>
<td>C</td>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>41.</td>
<td>Lithuanian</td>
<td>12.89/1L</td>
<td>None</td>
<td>D</td>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>42.</td>
<td>Amele</td>
<td>12.89/1L</td>
<td>None</td>
<td></td>
<td>4</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>43.</td>
<td>Mongolian</td>
<td>12.89/1L</td>
<td>H</td>
<td></td>
<td>4</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>Khalkha (per Street)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>44.</td>
<td>Yidin</td>
<td>12.89/1L</td>
<td>i2@m</td>
<td>B</td>
<td>5</td>
<td>×</td>
<td>5</td>
</tr>
<tr>
<td>45.</td>
<td>Kashmiri</td>
<td>12.78/</td>
<td>None</td>
<td></td>
<td>×</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>12.78/1L</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>46.</td>
<td>Maori</td>
<td>12.89/</td>
<td>Not included</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td></td>
<td>12.89/1L</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>47.</td>
<td>Mongolian</td>
<td>12.89/2L</td>
<td>None</td>
<td></td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>Khalkha (per Stuart)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>LEFTMOST HEAVY OTHERWISE RIGHTMOST</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>48.</td>
<td>Komi</td>
<td>12.89/9L</td>
<td>None</td>
<td></td>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td><strong>RIGHTMOST HEAVY OTHERWISE LEFTMOST</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>49.</td>
<td>Kuuku-Yau</td>
<td>12.89/9R</td>
<td>1L, H</td>
<td></td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>50.</td>
<td>Nubian Dongolese</td>
<td>23.89/9R</td>
<td>H</td>
<td></td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
</tbody>
</table>

*Continued on next page*
<table>
<thead>
<tr>
<th>#</th>
<th>Name</th>
<th>Main</th>
<th>Secondary</th>
<th>Note</th>
<th>FL</th>
<th>BL</th>
<th>FBL</th>
</tr>
</thead>
<tbody>
<tr>
<td>51</td>
<td>Mongolian Khalkha (per Bosson)</td>
<td>23.891/9R</td>
<td>H</td>
<td></td>
<td>×</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>52</td>
<td>Buriat</td>
<td>23.891/9R</td>
<td>1L, H</td>
<td></td>
<td>×</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>53</td>
<td>Arabic Classical</td>
<td>1/23.89/9R</td>
<td>None</td>
<td></td>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>54</td>
<td>Cheremis Eastern</td>
<td>23.89/9R</td>
<td>None</td>
<td></td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>55</td>
<td>Chuvash</td>
<td>12.89/9R</td>
<td>None</td>
<td></td>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>Rightmost Heavy otherwise Rightmost</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>56</td>
<td>Golin</td>
<td>12.89/1R</td>
<td>None</td>
<td></td>
<td>5</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>57</td>
<td>Cheremis Meadow</td>
<td>1/23.891/1R</td>
<td>None</td>
<td></td>
<td>5</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>58</td>
<td>Mam</td>
<td>12.89/12/2R</td>
<td>None</td>
<td></td>
<td>B</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>59</td>
<td>Klamath</td>
<td>12.89/23/3R</td>
<td>if 3R=SH, 2R=H then 2R</td>
<td>×</td>
<td>×</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>60</td>
<td>Seneca</td>
<td>see note</td>
<td>i2@m &lt; m</td>
<td></td>
<td>E</td>
<td>7</td>
<td>7</td>
</tr>
<tr>
<td>61</td>
<td>Cheremis Mountain</td>
<td>23.89/2R</td>
<td>None</td>
<td></td>
<td>6</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>62</td>
<td>Hindi (per Jones)</td>
<td>23.891/2R</td>
<td>None</td>
<td></td>
<td>×</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>63</td>
<td>Sindhi</td>
<td>23.891/2R</td>
<td>H</td>
<td></td>
<td>×</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>64</td>
<td>Bhojpuri (per Shukla and Tiwari)</td>
<td>23.891/2R</td>
<td>'Hm'H, m'LL, 1L</td>
<td>Y</td>
<td>×</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>65</td>
<td>Hindi (per Kelkar)</td>
<td>23.891/2R</td>
<td>H, i('LL)@m &lt; m, m &lt;i(LL')@m</td>
<td>X, Y</td>
<td>×</td>
<td>×</td>
<td>×</td>
</tr>
</tbody>
</table>
Table 5.4: Quantity-Sensitive Bounded Single, Dual, and Multiple Patterns

<table>
<thead>
<tr>
<th>#</th>
<th>Name</th>
<th>Main</th>
<th>Secondary</th>
<th>Note</th>
<th>FL</th>
<th>BL</th>
<th>FBL</th>
</tr>
</thead>
<tbody>
<tr>
<td>66</td>
<td>Maidu</td>
<td>12/2L</td>
<td>Not included</td>
<td></td>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>67</td>
<td>Hopi</td>
<td>12/2L</td>
<td>None</td>
<td>B</td>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>68</td>
<td>English verbs</td>
<td>12/2R</td>
<td>Not included</td>
<td></td>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>69</td>
<td>Kawaiisu</td>
<td>12/2R</td>
<td>None</td>
<td>B</td>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>70</td>
<td>Shoshone Tumispis</td>
<td>21/1L</td>
<td>Not included</td>
<td></td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>71</td>
<td>Javanese</td>
<td>21/1R</td>
<td>None</td>
<td></td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>72</td>
<td>Manobo Sarangani (per Meiklejohn &amp; Meiklejohn)</td>
<td>21/1R</td>
<td>None</td>
<td>B</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>73</td>
<td>Awadhi</td>
<td>21/2R</td>
<td>None</td>
<td>B</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>74</td>
<td>Malay (per Lewis)</td>
<td>23/3R (3+), 12/2L (2-)</td>
<td>None</td>
<td></td>
<td>×</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>75</td>
<td>Latin Classical</td>
<td>23/3R (3+), 1L (2-)</td>
<td>None</td>
<td>B</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>76</td>
<td>Hebrew Tiberian</td>
<td>12/21/1R</td>
<td>Not included</td>
<td></td>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>77</td>
<td>English (nouns per Pater)</td>
<td>1@w3/234@sR i(’H’,’LL)R</td>
<td></td>
<td></td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>78</td>
<td>Arabic Cairene</td>
<td>1@w3/23@sR</td>
<td>None</td>
<td>B</td>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>79</td>
<td>Arabic Damascus</td>
<td>1@w3/23R</td>
<td>None</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>80</td>
<td>Arabic Cyrenaican Bedouin</td>
<td>1@w3/23@sR i(’H’,’LX’)L (invs) (3+), 12/1R (2-)</td>
<td>None (2-)</td>
<td>B</td>
<td>×</td>
<td>×</td>
<td>×</td>
</tr>
</tbody>
</table>

Continued on next page
<table>
<thead>
<tr>
<th>#</th>
<th>Name</th>
<th>Main</th>
<th>Secondary</th>
<th>Note</th>
<th>FL</th>
<th>BL</th>
<th>FBL</th>
</tr>
</thead>
<tbody>
<tr>
<td>81</td>
<td>Hindi (per Fairbanks)</td>
<td>12/2/34@sR (3+), 1L (2-)</td>
<td>i(‘H,’LL)R (invs) (3+), None (2-)</td>
<td>X</td>
<td>×</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>82</td>
<td>Piraha</td>
<td>123/123/123/123/1R</td>
<td>X</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
</tr>
</tbody>
</table>

**DUAL**

<table>
<thead>
<tr>
<th>#</th>
<th>Name</th>
<th>Main</th>
<th>Secondary</th>
<th>Note</th>
<th>FL</th>
<th>BL</th>
<th>FBL</th>
</tr>
</thead>
<tbody>
<tr>
<td>83</td>
<td>Maithili</td>
<td>213/2R</td>
<td>1L</td>
<td>B</td>
<td>6</td>
<td>6</td>
<td>6</td>
</tr>
</tbody>
</table>

**MULTIPLE**

<table>
<thead>
<tr>
<th>#</th>
<th>Name</th>
<th>Main</th>
<th>Secondary</th>
<th>Note</th>
<th>FL</th>
<th>BL</th>
<th>FBL</th>
</tr>
</thead>
<tbody>
<tr>
<td>84</td>
<td>Cambodian</td>
<td>1R</td>
<td>H</td>
<td>B, G</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>85</td>
<td>Yapese</td>
<td>12/1R</td>
<td>H</td>
<td>B</td>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>86</td>
<td>Tongan</td>
<td>12/2R</td>
<td>H</td>
<td>B</td>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>87</td>
<td>Miwok Sierra</td>
<td>12/2L</td>
<td>H</td>
<td>B</td>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>88</td>
<td>Gurkhali</td>
<td>12/1L</td>
<td>m &lt; H</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 5.5: Quantity-Sensitive Bounded Binary and Ternary Patterns

<table>
<thead>
<tr>
<th>#</th>
<th>Name</th>
<th>Main</th>
<th>Secondary</th>
<th>Note</th>
<th>FL</th>
<th>BL</th>
<th>FBL</th>
</tr>
</thead>
<tbody>
<tr>
<td>89</td>
<td>Aranda Western</td>
<td>12/2L (3+), 1L (2-)</td>
<td>i2@m, no 1R (3+), None (2-)</td>
<td>B, G</td>
<td>6</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>90</td>
<td>Nyawaygi</td>
<td>12@sL</td>
<td>i(‘H,’LL)R</td>
<td></td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>91</td>
<td>Wargamay</td>
<td>12@sL</td>
<td>i(‘H,’LL)R, no ‘H’</td>
<td>B, I</td>
<td>6</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>92</td>
<td>Romansh Berguener</td>
<td>12/2R</td>
<td>i(‘H,’LL)L</td>
<td></td>
<td>6</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>93</td>
<td>Greek Ancient</td>
<td>12/2R</td>
<td>i(‘H,’LL)R</td>
<td></td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>94</td>
<td>Fijian</td>
<td>12/2R</td>
<td>i(‘H,’LL)R</td>
<td>B</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>95</td>
<td>Romanian</td>
<td>12/2R</td>
<td>i2@m</td>
<td></td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>96</td>
<td>Seminole Creek</td>
<td>12@sR</td>
<td>i(H’,LX’)L</td>
<td>B</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
</tbody>
</table>

Continued on next page
<table>
<thead>
<tr>
<th>#</th>
<th>Name</th>
<th>Main</th>
<th>Secondary</th>
<th>Note</th>
<th>FL</th>
<th>BL</th>
<th>FBL</th>
</tr>
</thead>
<tbody>
<tr>
<td>97</td>
<td>Aklan</td>
<td>21/1R</td>
<td>i('H,LL')m &lt; m</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>98</td>
<td>Malecite / Passamaquoddy</td>
<td>23@sR</td>
<td>i(H',LX')L</td>
<td></td>
<td>⑥</td>
<td>×</td>
<td>⑥</td>
</tr>
<tr>
<td>99</td>
<td>Munsee</td>
<td>23@sR (3+), 12/2L (2-)</td>
<td>i(H',LX')L, no 1R (3+), None (2-)</td>
<td></td>
<td>⑥</td>
<td>×</td>
<td>⑥</td>
</tr>
<tr>
<td>100</td>
<td>Cayuga</td>
<td>23@sR (3+), 1/0L (2-)</td>
<td>i(H',LX')L, no 1R (3+), None (2-)</td>
<td>B</td>
<td>⑥</td>
<td>⑥</td>
<td>⑥</td>
</tr>
<tr>
<td>101</td>
<td>Manam</td>
<td>123/23/3R</td>
<td>i('H,LL')m &lt; m</td>
<td></td>
<td>⑤</td>
<td>⑤</td>
<td>⑤</td>
</tr>
<tr>
<td>102</td>
<td>Arabic Negev Bedouin</td>
<td>1@w3/23@sR (3+), 12/1R (2-)</td>
<td>i(H',LX')L, (invs) (3+), None (2-)</td>
<td></td>
<td>×</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>103</td>
<td>Arabic Bani-Hassan</td>
<td>1@w3/23@sR (3+), 1@w3/9R (2-)</td>
<td>i('H,LL')m &lt; m</td>
<td></td>
<td>⑤</td>
<td>⑤</td>
<td>⑤</td>
</tr>
<tr>
<td>104</td>
<td>Arabic Palestinian</td>
<td>1/2/34@sR (3+), 1@w3/9R (2-)</td>
<td>i('H,LL')L &lt; m</td>
<td>B</td>
<td>×</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>105</td>
<td>Asheninca</td>
<td>234/324@sR</td>
<td>i('H,LL')L &lt; m (w2=H)</td>
<td>B, X</td>
<td>×</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>106</td>
<td>Dutch</td>
<td>1@w4/23@sR</td>
<td>i('H,LL')R</td>
<td></td>
<td>⑤</td>
<td>⑤</td>
<td>⑤</td>
</tr>
</tbody>
</table>

**Ternary**

<table>
<thead>
<tr>
<th>#</th>
<th>Name</th>
<th>Main</th>
<th>Secondary</th>
<th>Note</th>
<th>FL</th>
<th>BL</th>
<th>FBL</th>
</tr>
</thead>
<tbody>
<tr>
<td>107</td>
<td>Estonian</td>
<td>1L</td>
<td>i('HX,XLL, 'LL)L</td>
<td></td>
<td>⑥</td>
<td>⑥</td>
<td>⑥</td>
</tr>
<tr>
<td>108</td>
<td>Hungarian</td>
<td>1L</td>
<td>i('HX,XLL, 'LL)L, no 1R</td>
<td></td>
<td>⑥</td>
<td>⑥</td>
<td>⑥</td>
</tr>
<tr>
<td>109</td>
<td>Sentani</td>
<td>12/2R</td>
<td>i('HX, 'XLX)@mL</td>
<td></td>
<td>⑦</td>
<td>⑥</td>
<td>⑦</td>
</tr>
</tbody>
</table>
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Table 5.6: Notes for Stress Patterns in Tables 5.1 - 5.5

<table>
<thead>
<tr>
<th>ID</th>
<th>Note</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>no monosyllables</td>
</tr>
<tr>
<td>B</td>
<td>no light monosyllables</td>
</tr>
<tr>
<td>C</td>
<td>At most one heavy per word</td>
</tr>
<tr>
<td>D</td>
<td>At least one heavy per word</td>
</tr>
<tr>
<td>E</td>
<td>Rightmost even nonfinal syllable which is either heavy or followed by a (nonfinal) heavy. If no such syllables are present, none are stressed.</td>
</tr>
<tr>
<td>F</td>
<td>Pretonic heavies count as light</td>
</tr>
<tr>
<td>G</td>
<td>Light syllables occur only immediately following heavy syllables</td>
</tr>
<tr>
<td>H</td>
<td>( w_1, w_2 = L, w_3 = H )</td>
</tr>
<tr>
<td>I</td>
<td>Heavy syllables only occur initially</td>
</tr>
<tr>
<td>X</td>
<td>Not tail canonically distinct</td>
</tr>
<tr>
<td>Y</td>
<td>Not head canonically distinct</td>
</tr>
</tbody>
</table>
CHAPTER 6

Deconstructing Neighborhood-distinctness

1 Overview

This chapter establishes a deeper understanding of the neighborhood-distinct languages. First it shows that precedence languages and trigram languages are tail canonically neighborhood-distinct, but that 4-gram languages are not even neighborhood-distinct. Second, it develops a strategy towards determining a language-theoretic characterization of the range of Forward Backward Neighborhood Learner which was introduced in Chapter 5.

There are three themes that run through the chapter: parameterizing the notion of locality, reverse determinism, and the compositional nature of the neighborhood. I elaborate on the relevance of these three themes here.

First, the notion of neighborhood can be generalized. In Chapter 5, the set of labels on the incoming and outgoing transitions made up part of the definition of the neighborhood. However, these are really the incoming and outgoing paths of length one. Thus we can distinguish various degrees of neighborhood-distinctness by varying the length of the incoming and outgoing paths.

Second, reverse deterministic acceptors are given a closer look. This follows from two observations. First, stress patterns with metrical units at the right word edge have a smaller head canonical acceptor (the smallest acceptor for a language which is reverse deterministic) than tail canonical acceptor. Secondly, the Forward
Backward Learner works in part by building a reverse deterministic representation of the input, the suffix tree. These facts suggest that reverse deterministic acceptors play a significant role, at least in right-edge based phonotactic patterns.

Third, the neighborhood is defined compositionally. In other words, the neighborhood is made up of four different components. By understanding the generalizations that are made over each of these component functions, we aim to understand the whole. Although the a complete understanding of the compositional nature of neighborhood-distinctness is still open, I present some interesting results that follow from this line of investigation, and make clear the remaining open questions.

2 Generalizing the Neighborhood

2.1 Preliminaries

For any acceptor $A = (Q, S, F, \delta)$ let $f : Q \to B$, where $B$ is some set. Recall from Appendix A–1.3, that $f$ induces an equivalence relation and partition over $Q$, which we denote $\sim_f$ and $\pi_f$, respectively. We call acceptors $f$-distinct iff $A/\pi_f$ is isomorphic to $A$. A language $L$ is $f$-distinct iff there exists a stripped acceptor $A$ such that $A$ is $f$-distinct and $L(A) = L$. We denote the class of languages that are $f$-distinct with $L_{f-distinct}$.

Next we define a ‘tupling’ of equivalence relations.

**Definition 15** Consider $f : Q \to B$ and $g : Q \to C$. Then $f \otimes g(q) : Q \to A \times B$, defined as follows:

$$f \otimes g(q) = (f(q), g(q))$$

We can now state our first theorem, which says that if a language is $f$-distinct, then it is also $f \otimes g$-distinct for any $g$. 
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**Theorem 27** Let \( f : Q \to B \). For any \( g, C, g : Q \to C \), \( L_{f-distinct} \subseteq L_{f \otimes g-distinct} \).

**Proof:** Consider any \( L \in L_{f-distinct} \). Since \( L \) is \( f \)-distinct, there is an acceptor \( A = (Q, S, F, \delta) \), which accepts exactly \( L \), such that \( A/\pi_f \) is isomorphic to \( A \). It is sufficient to show that \( A/\pi_f \otimes g \) is isomorphic to \( A \). Consider any \( p, q \in Q \) such that \( p \neq q \). \( f \otimes g(q) = (f(q), g(q)) \) and \( f \otimes g(p) = (f(p), g(p)) \). Since \( A \) is \( f \)-distinct, \( f(q) \neq f(p) \) and therefore \( (f(q), g(q)) \neq (f(p), g(p)) \). Thus every block in \( A/\pi_f \otimes g \) is trivial, proving the theorem. \( \square \)

The next theorem establishes another case where \( f \)-distinctness guarantees \( g \)-distinctness.

**Theorem 28** For any acceptor \( A = (Q, S, F, \delta) \), let \( f, g : Q \to B \) such that for all \( q \in Q \), \( f(q) \subseteq g(q) \). Then \( L_{f-distinct} \subseteq L_{g-distinct} \).

**Proof:** Assume \( A \) is \( f \)-distinct so \( A/\pi_f \) is isomorphic to \( A \). It is sufficient to show that \( A/\pi_g \) is isomorphic to \( A \). Consider any \( p, q \in Q \) such that \( p \neq q \). Note that by assumption \( f(q) \subseteq g(q) \) and \( f(p) \subseteq g(p) \). Since \( A \) is \( f \)-distinct, \( f(q) \neq f(p) \), and thus \( g(q) \neq g(p) \). Thus every block in \( A/\pi_g \) is trivial, proving the theorem. \( \square \)

**Lemma 23** If \( A = (Q, S, F, \delta) \) is \( f \otimes g \) distinct, then for all \( p, q \in Q \), \( p \neq q \), either \( f(q) \neq f(p) \) or \( g(q) \neq g(p) \).

**Proof:** This follows immediately from the definition of \( \otimes \). \( \square \)

### 2.2 Neighborhood-distinctness

Now we can generalize the concept of a neighborhood. Recall the definitions of \( I_n(q) : Q \to \Sigma^{\leq n} \) and \( O_n(q) : Q \to \Sigma^{\leq n} \) repeated from Equations 3.1 and 3.2, respectively.

\[
I_n(q) = \{ w \in \Sigma^{\leq n} : \exists p \in Q \text{ such that } w \text{ transforms } p \text{ to } q \} \quad (6.1)
\]
\[ O_n(q) = \{ w \in \Sigma^{\leq n} : \exists p \in Q \text{ such that } w \text{ transforms } q \text{ to } p \} \quad (6.2) \]

We now also define functions \( \text{final} \) and \( \text{start} \) whose codomain is \( \{0, 1\} \).

\[ \text{final}(q) = 1 \text{ iff } q \in F, \text{ otherwise } 0 \quad (6.3) \]

\[ \text{start}(q) = 1 \text{ iff } q \in I, \text{ otherwise } 0 \quad (6.4) \]

Each of these functions naturally induce equivalence relations over \( Q \) and hence partitions over \( Q \). For the functions \( I_n, O_n, \text{final}, \text{start} \), denote the equivalence relations they induce \( \sim_{I_n}, \sim_{O_n}, \sim_{\text{final}}, \sim_{\text{start}} \), respectively. Likewise, denote the partitions induced with \( \pi_{I_n}, \pi_{O_n}, \pi_{\text{final}}, \pi_{\text{start}} \), respectively.

Next we define the \( j \)-\( k \) neighborhood function, which we denote \( nh_{j,k} \), as the ‘tupling’ of Equations 6.1 - 6.4.

\[ nh_{j,k} = I_j \otimes O_k \otimes \text{final} \otimes \text{start} \]

When \( j \) and \( k \) are understood from context we just write

\[ nh(q) = (I(q), O(q), \text{final}(q), \text{start}(q)) \]

We denote the equivalence relation and partition induced by \( nh \) with \( \sim_{nh} \) and \( \pi_{nh} \), respectively.

**Lemma 24** Let \( A = (Q, S, F, \delta) \). Then for all \( q \in Q \), \( I_n(q) \subseteq I_{n+1}(q) \).

**Proof:** Consider any \( w \) in \( I_n(q) \). By definition, there is \( p \in Q \) such that \( w \) transforms \( p \) to \( q \) and \( |w| < n \). It follows that \( |w| < n + 1 \) and so by definition, \( w \in I_{n+1} \). \( \square \)

**Lemma 25** Let \( A = (Q, S, F, \delta) \). Then for all \( q \in Q \), \( O_n(q) \subseteq O_{n+1}(q) \).

**Proof:** As above. \( \square \)
Now we prove that any language which is \( j-k \)-neighborhood-distinct is also \( j+1-k \)-neighborhood-distinct and \( j-k+1 \)-neighborhood-distinct. The converse, however, is false.

**Theorem 29** \( \mathcal{L}_{nh,j,k-distinct} \subseteq \mathcal{L}_{nh,j+1,k-distinct} \) and \( \mathcal{L}_{nh,j,k-distinct} \subseteq \mathcal{L}_{nh,j,k+1-distinct} \).

**Proof:** Lemma 24 and Lemma 25 allow us to apply Theorem 28 and conclude that if \( L \) is \( I_n \)-distinct (\( O_n \)-distinct), then it is also \( I_{n+1} \)-distinct (\( O_{n+1} \)-distinct). Then it follows directly from Theorem 27 that \( \mathcal{L}_{nh,j,k-distinct} \subseteq \mathcal{L}_{nh,j+1,k-distinct} \) and \( \mathcal{L}_{nh,j,k-distinct} \subseteq \mathcal{L}_{nh,j,k+1-distinct} \). Finally, it is easy to see that there is some language \( L \) in \( \mathcal{L}_{nh,j+1,k-distinct}(\mathcal{L}_{nh,j,k+1-distinct}) \) which is not in \( \mathcal{L}_{nh,j,k-distinct} \) because any acceptor \( A \) for \( L \) is \( I_{n+1} \)-distinct (\( O_{n+1} \)-distinct) but not \( I_n \)-distinct (\( O_n \)-distinct) (cf. the nested family of \( n \)-gram languages in Theorem 13 in Appendix C–2.3). \( \square \)

### 3 Subsets of Neighborhood-distinct Languages

Here we prove two results: that trigram languages (discussed in Chapter 3) and precedence languages are tail canonically 1-1 neighborhood-distinct.

#### 3.1 Precedence Languages

The precedence languages are tail canonically 1-1 neighborhood-distinct, but the converse is false.

**Theorem 30** \( \mathcal{L}_{prec} \subseteq \mathcal{L}_{nh,0,1-distinct} \).

**Proof:** Consider any precedence language \( L \). By Theorem 25, the tail canonical acceptor \( A \) for \( L \) is \( 0_1 \)-distinct. Therefore, by Theorem 27, \( A \) is tail canonically \( nh_{0,1} \)-distinct and \( L \in \mathcal{L}_{nh,0,1-distinct} \).
Now consider $L = \{aa\}$. The canonical acceptor for this language is 0-1-neighborhood distinct because it consists of three states, one is a nonfinal start state, one is a nonstart final state, and one is neither final nor start. Therefore $L \in \mathcal{L}_{nh_{0,1}\text{-distinct}}$. However, $L \notin \mathcal{L}_{\text{prec}}$ because the smallest precedence language which includes $aa$ also includes $aaa$. □

### 3.2 N-gram Languages

Theorem 31 establishes that any $n$-gram language is also tail canonically $j$-$k$ neighborhood-distinct, provided that $j + k \geq n - 1$. Consequently, it follows that trigram languages are 1-1 neighborhood-distinct.

**Theorem 31** For all $j, k, n \in \mathbb{N}$ such that $j + k = n - 1$, $\mathcal{L}_{n\text{-gram}} \subset \mathcal{L}_{nh_{j,k}\text{-distinct}}$.

**Proof:** Consider any $L \in \mathcal{L}_{n\text{-gram}}$ and the acceptor $A = (Q, I, F, \delta)$ for $L$ constructed according to Theorem 16. Consider any two states $p', q' \in Q$ ($p' \neq q'$) such that $nh_{j,k}(p') = nh_{j,k}(q')$. Since $nh(p') = nh(q')$, in particular because $I_j(p') = I_j(q')$, there exists $p, q \in Q$ and $u \in \Sigma^{\leq j}$ such that $u$ transforms $p$ to $p'$ and $u$ transforms $q$ to $q'$.

Now consider any $v \in \Sigma^{\leq k}$ such that $v \in O_k(p') = O_k(q')$. Let $p''$ denote the state to which $v$ transforms $p'$ and $q''$ the state to which $v$ transforms $q'$. (We know there is exactly one state since $A$ is forward deterministic.) However, since $|uv| = n - 1$ and each state in $A$ is uniquely identified by suffixes (of prefixes of $L$) of length $n - 1$ (or less) by Theorem 18 and Corollary 10, it must be the case that $p'' = q''$. Since $v$ was arbitrary in $O_k(p') = O_k(q')$, any string $w$ which transforms $p'$ to some final state $q_f$ also transforms $q'$ to $q_f$. In other words, the tails of $p'$ are the same as the tails of $q'$. Therefore merging states $p'$ and $q'$ does not change the language $L$. Thus we have shown that $A/\pi_{nh}$ accepts exactly $L$ and therefore $L \in \mathcal{L}_{nh_{j,k}\text{-distinct}}$. 208
Next we show that the subset relation is proper. Consider a language $L = \{a^n, b^{n-1}a, ba^{n-1}\}$, where $a, b \in \Sigma$. Note that a canonical acceptor for $L$, a schematic of which is shown in Figure 6.1, is $j$-$k$ neighborhood-distinct for any $j, k \in \mathbb{N}$ such that $j + k = n - 1$.

We show that the smallest $n$-gram language containing $L$ is not equal to $L$. Note that $\{#a^{n-1}, a^{n-1}\}$ is contained in $\gamma(n)_{gram}(L)$. Consequently, $L(\gamma(n)_{gram}(L))$, which is the smallest $n$-gram language containing $L$, includes $a^{n-1}$ which is not an element of $L$. Therefore $L \not\in \mathcal{L}_{n-gram}$.

![Figure 6.1: A Schema for an Acceptor for $L = \{a^n, b^{n-1}a, ba^{n-1}\}$](image)

It follows from Theorem 31 that $\mathcal{L}_{3_{gram}} \subset \mathcal{L}_{nh_{1,1}-distinct}$ since $1 + 1 = 3 - 1$.

The next theorem establishes, for example that four-gram languages are not comparable with 1-1 neighborhood-distinct languages.

**Theorem 32** For all nonzero $j, k, n \in \mathbb{N}$ such that $j + k = n - 2$, $\mathcal{L}_{n-gram}$ is incomparable with $\mathcal{L}_{nh_{j,k}-distinct}$.

**Proof:** Consider $L = (a^{n-1}b)^*$. It is easy to verify that $L \in \mathcal{L}_{n-gram}$. However $L$ does not belong to $\mathcal{L}_{nh_{j,k}-distinct}$ when $j + k = n - 2$. To show this, first consider $w = a^{n-1}ba^{n-1}b \in L$. Clearly, $u = a^{n-1}ba^j \in Pr(L)$ and $ua = a^{n-1}ba^ja \in Pr(L)$. Thus for any stripped acceptor $A = (Q, S, F, \delta)$ for $L$, there are states $q_u$ and $q_{ua}$ such that $\delta(I, u) = q_u$, and $\delta(I, ua) = q_{ua}$.

We show that $q_u$ and $q_{ua}$ have the same $j$-$k$ neighborhood. States $q_u$ and $q_{ua}$ are both nonfinal states. If they were final states, then $A$ would not be an acceptor.
for \( L \) since \( u, ua \not\in L \). By similar reasoning, since \( j \neq 0 \), both \( q_u \) and \( q_{ua} \) are not start states. \( I_j(q_u) = \{a\} \leq j \) since \( u = a^{n-1}ba^j \). No strings with \( b \) belong to \( I_j(p) \) because if they did then \( A \) would not be an acceptor for \( L \). \( I_j(q_{ua}) \) also equals \( \{a\} \leq j \) since \( ua = a^{n-1}ba^j a \). Similarly, \( O_k(p) = \{a\} \leq k = O_k(q) \). Therefore \( p \) and \( q \) have the same \( j-k \) neighborhood and \( A \) is not \( j-k \) neighborhood-distinct. Since \( A \) was arbitrary, \( L \) is not \( j-k \) neighborhood-distinct.

On the other hand, it is easy to establish that there are \( j-k \) distinct languages not recognizable by \( n \)-gram grammars. Consider \( L = a^{2n} \). The canonical acceptor is \( j-k \) neighborhood-distinct, but no language belonging to \( L_{n-gram} \) equals \( L \). □

### 3.3 Local Summary

The diagram in Figure 6.2 summarizes the known proper subset relationships that exist between the various languages classes for small values of \( j \) and \( k \). It remains an open question what the relationship is between the \( j_1-k_1 \)-neighborhood distinct class of languages and the \( j_2-k_2 \)-neighborhood distinct class of languages when the \( j_1 > j_2 \) but \( k_1 > k_2 \) and vice versa.

We can also ask if precedence languages and trigram languages are in the range of the Forward Backward Neighborhood Learner. Simulations suggest that they are. Thus I conjecture that precedence and trigram languages belong to that part of the 1-1-neighborhood-distinct languages which can be learned by the Forward Backward Learner.

It is interesting to note that because the range of the Forward Backward Learner is a much larger hypothesis space than the range of the precedence and trigram languages, the Forward Backward Learner requires a much larger sufficient sample than the precedence or \( n \)-gram learners in order to converge to the correct language. Furthermore, it appears that the size of the sufficient sample is prohibitively large,
Figure 6.2: Subset Relations among Language Classes
in the sense that the kinds of strings which are required to be in the sample are not ones likely to be found in natural language. For example, when the Forward Backward Learner learns a precedence language, simulations suggest that words which contain long strings of contiguous consonants or vowels must be in the sample. Such words are not typically found in natural language because they are ruled out by constraints on syllable structure. Such complex samples are not needed by the precedence learner (see Chapter 4 §3.2).

4 Neighborhood-distinctness not Preserved Under Intersection

The following theorem proves that the 1-1 neighborhood-distinct languages are not closed under intersection.

**Theorem 33** 1-1 neighborhood-distinct languages are not closed under intersection.

**Proof:** Let \( L_1 = \{a, aaa\} \) and \( L_2 = \{aa, aaa\} \). Let \( L_3 = L_1 \cap L_2 = \{aaa\} \). We show that \( L_1 \) and \( L_2 \) are 1-1 neighborhood-distinct, but \( L_3 \) is not. Figure 6.3 shows neighborhood-distinct acceptors for \( L_1 \) and \( L_2 \).

![Figure 6.3: Acceptors for \( L_1 \) and \( L_2 \), respectively.](image)

To prove that \( L_3 \) is not 1-1 neighborhood-distinct, consider any stripped acceptor \( A = (Q, I, F, \delta) \) for \( L_3 \). Since \( A \) accepts "aaa" and is stripped, there are states \( p \) and \( q \) such that \( \delta(I, a) = p \), \( \delta(p, a) = q \), and \( \delta(q, a) \in F \). We show that \( nh(p) = nh(q) \). If either \( p \) or \( q \) were final (or start) states, then \( A \) would accept
a language not equal to $L_3$. Therefore $p$ and $q$ are neither final nor start states. Finally, $\{\lambda, a\}$ is a subset of each $I_1(q)$, $I_1(p)$, $O_1(p)$, $O_1(q)$ because of the elements of $\delta$ identified above. Furthermore, there are no other elements in any of $I_1(q)$, $I_1(p)$, $O_1(p)$, $O_1(q)$ because $A$ is stripped and elements of these sets must be of length less than or equal to 1.

**Corollary 16** The $j$-$k$-neighborhood distinct languages are not closed under intersection when both $j$ and $k$ are nonzero.

**Proof:** This follows as an immediate consequence of Theorem 29.

It remains an open question whether the $j$-$k$-neighborhood distinct languages are closed under intersection when either $j$ or $k$ is zero.

This (negative) result is significant because it means intersecting neighborhood-distinct grammars does not guarantee that the resulting language is in the class. For example, the range of the Forward Backward Learner, which intersects two 1-1 neighborhood-distinct machines, may return a language which is not 1-1 neighborhood-distinct.

Thus the hypothesis that all phonotactic patterns are neighborhood distinct can be understood in two different ways. If we conceive of the whole phonotactic grammar as the intersection of its components, there is a question as to whether the hypothesis applies at the level of the whole grammar, or at the level of the components (an what precisely constitutes a component). One relevant fact here is that intersection of two languages which are not 1-1 neighborhood-distinct can yield languages which are 1-1 neighborhood-distinct. For example, it is easy to verify that $L_4 = \{a^2, a^3, a^8\}$ is not 1-1 neighborhood-distinct and neither is $L_5 = \{a^2, a^3, a^9\}$, but their intersection is.
5 Towards a Compositional Analysis of Neighborhood-distinctness

5.1 Strategy

The goal of this section is to increase our understanding of neighborhood-distinct languages by first understanding the range of the Forward Backward Learning function. The main reason for this is that the neighborhood-distinct languages include languages which are only recognized by non-deterministic neighborhood-distinct acceptors. Because non-determinism makes analysis difficult, we focus our attention on the range of the Forward Backward Learning function.

Since the neighborhood function is composed of four separate functions given by Equations 6.1 - 6.4 above, the strategy employed here is to understand the language classes induced by state merging prefix and suffix trees according to the partitions induced by the individual functions. In other words, what are language-theoretic characterizations of \( L_{in-distinct}, L_{on-distinct}, L_{final-distinct}, \) and \( L_{start-distinct} \)? However, even this question is dogged by non-determinism. Therefore, here we ask only what classes of languages are recognized by forward (and reverse) deterministic acceptors which are \( I_n \)-distinct, \( O_n \)-distinct, final-distinct, and start-distinct.

Once we know the language theoretic characterizations of the language classes learnable by merging states according to the functions individually, it may be possible to determine a language theoretic characterization of the range of the Forward Backward Learning function. This is because the set of possible partitions of some finite set (in this case the states of finite state machine) form a lattice (Grätzer 1979). The notions of least upper bound and greatest lower bound provide one way to navigate among the elements of the lattice. For example, suppose functions \( f \) and \( g \) induce equivalence relations and partitions \( \pi_f \) and \( \pi_g \) of some finite set \( Q \). Suppose we are interested in a partition which refines both \( \pi_f \) and \( \pi_g \). A natural choice is the coarsest partition which refines both; this partition equals the greatest
lower bound of $\pi_f$ and $\pi_g$. Similarly, the finest partition which coarsens both $\pi_f$ and $\pi_g$ is the least upper bound.

Consequently, the partition obtained by equating states with the same neighborhood is thus the greatest lower bound obtained of the partitions obtained by the equivalence relations $\sim_{I_n}$, $\sim_{O_n}$, $\sim_{\text{final}}$, and $\sim_{\text{start}}$. Also, when we consider the functions $\text{start}$ and $\text{final}$, these are also decomposable. For example, the partition induced by $\text{final}$ is really the least upper bound of two partitions induced by two different equivalence relations. The first equivalence relations equates two states $p, q$ in an acceptor $A = (Q, I, F, \delta)$ iff $p, q \in F$. The second relates two states $p, q$ iff $p, q \not\in F$. Likewise, the partition induced by the function $\text{start}$ is the least upper bound of two equivalence relations denoted $p, q \in I$ and $p, q \not\in I$.

The remainder of this section explores the languages obtainable by merging states in a learning algorithm while manipulating two variables: the initial representation of the input (prefix/suffix tree distinction), and the equivalence relation used to partition the states of that structure. Although there are still some open questions, the results reveal some interesting language classes that are plausibly relevant to phonotactic learning, help us understand the neighborhood, and which point to an algebraic structure underlying the problem.

5.2 Merging States in Prefix Trees with Same Incoming Paths of Length $n$

In this section we ask which class of languages is obtained by merging states in the $\pi_{I_n}$ partition of a prefix tree. Theorem 18 in Chapter 3 Appendix C–4.3 establishes that this class of languages is $\mathcal{L}_{n-\text{gram}}$. 
5.3 Merging States in Suffix Trees with Same Outgoing Paths of Length $n$

In this section we ask which class of languages is obtained by merging states in the $\pi_{O_n}$ partition of a suffix tree built for any sample $S$. Notice each state in $(ST(S)/\pi_{O_n})^r$ can be identified uniquely by its incoming paths of length $n$. In other words, $(ST(S)/\pi_{O_n})^r$ is equivalent to some $n$-gram grammar and $L((ST(S)/\pi_{O_n})^r) \in L_{n-gram}$. Since $L_{n-gram}$ is closed under reversal (Theorem 12 in Appendix C-2.3), it follows that $L(ST(S)/\pi_{O_n})$ belongs to $L_{n-gram}$ too. Thus I have sketched part of a proof that the set of languages obtainable by merging states in suffix trees with same outgoing paths of length $n$ is $L_{n-gram}$.

5.4 Merging States in Prefix Trees with Same Outgoing Paths of Length $n$

The question which class of languages is obtained by merging states in the $\pi_{O_n}$ partition of a prefix tree remains open.

5.5 Merging States in Suffix Trees with Same Incoming Paths of Length $n$

The question which class of languages is obtained by merging states in the $\pi_{I_n}$ partition of a suffix tree also remains open. It seems obvious that the solution to this open question will make the solution to the other one above immediate (and vice versa).
5.6 Merging Final States in Prefix Trees

In this section we ask which class of languages is obtained by merging final states of a prefix tree. Below I show that languages obtained in this way have the property that if $u, uv$ belong to the language, then $uv^*$ belongs to the languages. For phonologists, this result is interesting because this pattern can be understood as left-to-right iterativity. For formal learning theorists, this result is interesting because, unlike $\mathcal{L}_{n-gram}$, $\mathcal{L}_{prec}$, and $\mathcal{L}_{nd-distinct}$, this class of languages obtained is not finite. Additionally, it is nontrivially related to the zero-reversible languages (Angluin 1982) (though incomparable with them).

5.6.1 Definitions

An acceptor $A = (Q, I, F, \delta)$ is 1-final iff $|F| \leq 1$. A language $L$ is 1-final iff there exists a 1-final acceptor for $L$. Since every regular language has a head-canonical acceptor which by definition has at most 1 final state, the class of 1-final languages is equivalent to the regular languages.

A more interesting class of languages are those where there is a deterministic acceptor which has at most 1 final state. We call the class of languages accepted by such acceptors 1-final-deterministic and denote this class with $\mathcal{L}_{1fd}$. We now give a language theoretic-characterization of these 1-final-deterministic languages.

**Theorem 34** Let $L$ be a regular language. Then $L$ is 1-final-deterministic iff whenever $u, v$ are in $L$ the $T_L(u) = T_L(v)$.

**Proof:** Suppose there exists a 1-final deterministic acceptor $A = (Q, I, F, \delta)$ for $L$. If $|F| = 0$ then the $L$ is the empty set which vacuously satisfies the statement so consider the case when $|F| = 1$. Then for any strings $u$ and $v$ which are accepted by $A$, let $q = \delta(I, u)$ and $p = \delta(I, v)$. Since $|F| = 1$ and since $A$ accepts $u$ and $v$, it
must be the case that \( p = q \). Therefore, by Corollary 5, \( T_L(u) = T_L(v) \).

Now suppose \( L \) is such that whenever \( u, v \in L \), \( T_L(u) = T_L(v) \). The canonical acceptor for \( L \) is 1-final by definition. This is because the set \( F \) for a canonical acceptor is defined as \( \{ T_L(w) : w \in L \} \). If \( L \) is the empty language, \( |F| = 0 \), otherwise \( F = \{ T_L(u) \} \), a singleton set. □

**Corollary 17** Let \( L \in \mathcal{L}_{1fd} \) and let \( x, y_1, y_2, \ldots, y_n \in \Sigma^* \) such that \( x, xy_1, xy_2, \ldots, xy_k \in L \) for some \( k \in \mathbb{N} \). Then \( x(y_1 + y_2 + \ldots + y_k)^* \subseteq L \).

**Proof:** For some \( k \in \mathbb{N} \), let \( x, xy_1, xy_2, \ldots, xy_k \in L \). We show, by induction, that for any \( n \in \mathbb{N} \), \( x(y_1 + y_2 + \ldots + y_k)^n \subseteq L \). Clearly when \( n = 0 \), \( x \in L \). So now let us assume that for some \( n \in \mathbb{N} \), if \( x, xy_1, xy_2, \ldots, xy_k \in L \) then \( x(y_1 + y_2 + \ldots + y_k)^n \subseteq L \).

It remains to be shown that for all \( 1 \leq i \leq k \), \( x(y_1 + y_2 + \ldots + y_k)^n y_i \subseteq L \). Since \( x, xy_i \in L \) and \( L \in \mathcal{L}_{1fd} \), by Theorem 34, for all \( w \in L \), \( y_i \in T_L(w) \). By the inductive hypothesis, for all \( w \in x(y_1 + y_2 + \ldots + y_k)^n \), \( w \in L \) and so therefore \( wy_i \in L \). Since \( i, w \) are arbitrary it is the case that \( x(y_1 + y_2 + \ldots + y_n)^{n+1} \subseteq L \).

This completes the induction and the proof. □

The 1-final deterministic languages are not identifiable in the limit. A limit point proof (Osherson et al. 1986: §2.2) establishes this claim, which I sketch here. Since \( \{abc\}, \{abc, abbc\}, \{abc, abbc, abbbc\}, \ldots \) are all 1-final-deterministic languages, no learner will succeed for this subset (and hence the 1-final-deterministic languages.

### 5.6.2 1-final-cyclic-deterministic-languages

Here we introduce a proper subset of the 1-final-deterministic languages.\(^1\) An acceptor \( A = (Q, I, F, \delta) \) is 1-final-cyclic-deterministic iff it is 1-final-deterministic.

\(^1\)It is also of interest to point out that zero reversible languages (Angluin 1982) are also a (proper) subset of 1-final deterministic languages.
and the following property is true of $A$:

$$F \subseteq \bigcap\{\text{range}(\vec{q}) : \vec{q} \in \text{loops}_Q(q) \text{ for all } q \text{ cyclic in } A\}$$

(The definition for the range $\text{range}(x)$ is given in §A–1.5 and the $\text{loops}_Q(q)$ is defined in §B–3.9.) Thus 1-final-cyclic-deterministic acceptors are those in which all loops must pass through the final state (if there is one). Examples are given below.

1-final-cyclic-deterministic languages are those which can be accepted by 1-final-cyclic-deterministic acceptors. We denote these languages with $\mathcal{L}_{1fcd}$.

**Example 14** The language accepted by the acceptor in Figure 6.4 belongs to $\mathcal{L}_{1fcd}$. The following table illustrates the computation which determines that the language

![Figure 6.4: The FSA for a 1-Final-Cyclic-Deterministic Language.](image)

of the acceptor in Figure 6.4 belongs to $\mathcal{L}_{1fcd}$.

<table>
<thead>
<tr>
<th>Loop $Q_1$</th>
<th>$R(121)$</th>
<th>Loop $Q_2$</th>
<th>$R(212)$</th>
<th>$R(22)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>121</td>
<td>1, 2</td>
<td>212, 22</td>
<td>1, 2</td>
<td>2</td>
</tr>
<tr>
<td>$\cap$</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Example 15** The language recognized by the acceptor in Figure 6.5 does not belong to $\mathcal{L}_{1fcd}$. The following table illustrates the computation which determines that the language of the acceptor in Figure 6.4 does not belong to $\mathcal{L}_{1fcd}$.
Figure 6.5: The FSA for a 1-Final-Cyclic-Deterministic Language.

<table>
<thead>
<tr>
<th>loops_{Q}(1)</th>
<th>R(121) = {1, 2}</th>
</tr>
</thead>
<tbody>
<tr>
<td>{121, 11}</td>
<td>R(11) = {1}</td>
</tr>
<tr>
<td>loops_{Q}(2)</td>
<td>R(121) = {1, 2}</td>
</tr>
<tr>
<td>{121, 22}</td>
<td>R(22) = {2}</td>
</tr>
</tbody>
</table>

Since the final state is not in the intersection this machine is not 1-final-cyclic deterministic.

From the above examples, we see that 1-final-cyclic-deterministic automata are defined so that the only loops pass through the final state.

**Lemma 26** Let \( L = L_1 \cdot L_2^* \) where \( L_1, L_2 \in \mathcal{L}_{\text{fin}} \). For all \( w \in L \), there exists \( x, y_1, y_2, \ldots y_n \in \Sigma^* \) (\( n \in \mathbb{N} \)) such that \( w = xy_1y_2 \ldots y_n \) where \( x \in L_1 \) and for all \( 1 \leq i \leq n, y_i \in L_2 \).

**Proof:** Omitted. \( \square \)

**Theorem 35** \( \mathcal{L}_{1fcd} = \mathcal{L}_{1fd} \cap \mathcal{L}_{\text{fin}} \cdot (\mathcal{L}_{\text{fin}})^* \).

**Proof:** I only sketch a proof here. Consider any \( L \in \mathcal{L}_{1fcd} \). \( L \in \mathcal{L}_{1fd} \) by definition of \( \mathcal{L}_{1fcd} \). To show that \( L \in \mathcal{L}_{\text{fin}} \cdot (\mathcal{L}_{\text{fin}})^* \), it is sufficient to show that there exists
$L_1, L_2 \in \mathcal{L}_{\text{fin}}$ such that $L = L_1 \cdot L_2^*$. It is possible to show that $L_1$ is the language of the largest stripped acyclic subacceptor of $A$ (see §B–3.9) and that $L_2$ is equal to the string loops of the final state ($\text{loops}_{\mathcal{Q}}(q_f)$) (if there is one).

Now consider any $L \in \mathcal{L}_{1fd} \cap \mathcal{L}_{\text{fin}'} (\mathcal{L}_{\text{fin}})^*$. By definition of $L$, we know there is an acceptor $A = (Q, I, F, \delta)$ which is 1-final and deterministic. It remains to be shown that $F \subseteq \bigcap \{ R(\vec{q}) : \vec{q} \in \text{loops}_{\mathcal{Q}}(q) \text{ for all } q \text{ cyclic in } A \}$. This is possible because the only loops that are formed by merging states necessarily include the states which are merged (see Appendix C–3) and since only final states are merged, this follows necessarily.

$\square$

5.6.3 Learning 1-final-cyclic-deterministic languages

**Theorem 36** For any 1-final-cyclic-deterministic language $L$, there exists a characteristic sample.

**Proof:** Let $L$ be a 1-final-cyclic-deterministic language. From Theorem 35, we know there exist $L_1, L_2 \in \mathcal{L}_{\text{fin}}$ such that $L = L_1 \cdot L_2^*$. Let the sample $S_0 = L_1 \cup L_1 \cdot L_2$.

Let $L'$ be any 1-final-cyclic-deterministic language containing $S_0$. Consider any $w \in L$. It is sufficient to show that $w \in L'$. Since $w \in L$ and $L \in \mathcal{L}_{1fcd}$, there is some $n \in \mathbb{N}$ such that $w = xy_1y_2 \ldots y_n$ where $x \in L_1$ and for any $1 \leq i \leq n$, $y_i \in L_2$. It is also the case that $x, xy_i \in S_0$. Since $S_0 \subseteq L'$, $x(y_1 + y_2 + \ldots + y_n)^* \subseteq L'$ by Corollary 17. Clearly $w \in x(y_1 + y_2 + \ldots + y_n)^*$ and thus in $L'$, completing the proof.

Since it is established that there is a characteristic sample $S$ for any 1-final-cyclic-deterministic language $L$, we know that any learner which guesses $L$ after exposure to $S$ has picked the smallest 1-final-cyclic-deterministic language consistent with $S$. 
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The algorithm given below is identical to the ZR algorithm by Angluin (1982) except that states which share the same b-predecessors are not merged. In other words, apart from requiring final states to be merged, reverse determinism is not enforced. The procedure $s$-UPDATE ensures that the any (forward) non-determinism that occurs by merging final states is removed by the time the algorithm terminates. It removes the nondeterminism by merging the same $b$-successors of some nondeterministic state (because of multiple departing $b$-transitions). It is easy to see that these merges do not change the language accepted by the pre- and post- merged acceptors. Formally, $S$-UPDATE($B_1, B_2, b$) places $(s(B_1, b), s(B_2, b))$ on LIST if both $s(B_1, b)$ and $s(B_2, b)$ are nonempty and defines $s(B_3, b)$ to be $s(B_1, b)$ if this is nonempty and $s(B_2, b)$ otherwise (where $B_3$ is the union of $B_1$ and $B_2$) (cf. ZR algorithm by Angluin (1982).)

Note the algorithm defined above is the same as the algorithm ZR in Angluin (1982), the only difference being that there is no procedure for updating LIST when two blocks share the same $b$-predecessors. Because it does strictly less than ZR, which is tractable, IFCD is also tractable.

It is possible to now prove that for any sample $S$, the output of Algorithm 7 is the smallest language in $L_{1fcd}$ which contains $S$.

**Theorem 37** Let $S$ be any nonempty positive sample. Then the output of Algorithm 7 is the smallest 1-final-cyclic-deterministic language containing $S$.

**Proof:** Omitted. □

Now it is possible to prove that $L_{1fcd}$ is identifiable in the limit.

**Theorem 38** Let $L$ be a 1-final-cyclic-deterministic language, $w_1, w_2, \ldots$ a positive representation of $L$. For any $i \in \mathbb{N}$ let $S_i = \{w_n : n \leq i\}$ and let $L(PT(S_1)), L(PT(S_2)), \ldots$ be a sequence of languages. This sequence converges to $L$. 222
**Algorithm 7** The 1-Final-Cyclic-Deterministic (1FCD) Algorithm

**Input:** a nonempty positive sample \( S \).

**Output:** a 1-final-cyclic-deterministic acceptor \( A \).

**Initialization**

Let \( A_0 = (Q_0, I_0, F_0, \delta_0) = PT(S) \).

Let \( \pi_0 \) be the trivial partition of \( Q_0 \).

For each \( b \in \Sigma \) and \( q \in Q_0 \), let \( s(\{q\}, b) = \delta_0(q, b) \).

Choose some \( q' \) in \( F_0 \).

Let \( \text{LIST} \) contain all pairs \((q, q')\) such that \( q \in F_0 - \{q'\} \).

Let \( i = 0 \).

**Merging**

while \( \text{LIST} \neq \emptyset \) do

Remove some element \((q_1, q_2)\) from \( \text{LIST} \).

Let \( B_1 = B(q_1, \pi_i) \) and \( B_2 = B(q_2, \pi_i) \)

if \( B_1 \neq B_2 \) then

Let \( \pi_{i+1} \) be \( \pi_i \) with \( B_1 \) and \( B_2 \) merged.

for all \( b \in \Sigma \) do

\( s\text{-UPDATE}(B_1, B_2, b) \)

end for

Increase \( i \) by 1.

end if

end while

**Termination**

Let \( f = i \) and output the acceptor \( A_0/\pi_f \).
**Proof:** This theorem follows from Theorem 36 and Theorem 37. By Theorem 36, $L$ contains a characteristic sample. Let $N$ be sufficiently large that $S_N$ contains a characteristic sample for $L$. For $n \geq N$, the output of Algorithm 7 is the smallest 1-cyclic-deterministic language containing $S_n$ by Theorem 37.

### 5.7 Merging Start States in Suffix Trees

Merging start states in suffix trees is akin to merging final states in prefix trees. The languages obtained in this way have the property that if $v, uv$ belong to the language, then $u^*v$ belongs to the language as well. Consequently, this class of languages can be understood as those patterns which exhibit right-to-left iterativity. Because development of this section follows closely the one in §5.6, I omit many of the details.

An acceptor $A = (Q, I, F, \delta)$ is 1-start iff $|I| \leq 1$. A language $L$ is 1-start iff there exists a 1-start acceptor for $L$. Since every regular language has a tail-canonical acceptor which by definition has at most 1 start state, the class of 1-start languages is equivalent to the regular languages.

A more interesting class of languages are those where there is a reverse deterministic acceptor which has at most 1 start state. We call the class of languages accepted by such acceptors 1-start-reverse-deterministic and denote this class with $L_{1\text{srdd}}$. We now give a language theoretic-characterization of these 1-start-reverse-deterministic languages.

**Theorem 39** Let $L$ be a regular language. Then $L \in L_{1\text{srdd}}$ iff whenever $u, v$ are in $L$ the $H_L(u) = H_L(v)$.

**Proof:** Suppose there exists a 1-start reverse deterministic acceptor $A = (Q, I, F, \delta)$ for $L$. If $|I| = 0$ then the $L$ is the empty set which vacuously satisfies the statement...
so consider the case when $|I| = 1$. Then for any strings $u$ and $v$ which are accepted by $A^r$, let $q = \delta^r(F, u^r)$ and $p = \delta^r(F, v^r)$. Since $|I| = 1$ and since $A^r$ accepts $u$ and $v$, it must be the case that $p = q$. Therefore, by Corollary 9, $H_L(u) = H_L(v)$.

Now suppose $L$ is such that whenever $u, v \in L$, $H_L(u) = H_L(v)$. The head canonical acceptor for $L$ is 1-start by definition. This is because the set $I$ for a head canonical acceptor is defined as $\{H_L(w) : w \in L\}$. If $L$ is the empty language, $|I| = 0$, otherwise $I = \{T_L(u)\}$, a singleton set. □

Like the 1-final deterministic languages, the 1-start reverse deterministic languages are not identifiable in the limit, which can be shown with a limit point proof (Osherson et al. 1986: §2.2).

Now we introduce a proper subset of the 1-start-deterministic languages. An acceptor $A = (Q, I, F, \delta)$ is 1-start-cyclic-reverse-deterministic iff it is 1-start-reverse-deterministic and the following property is true of $A$:

$$I \subseteq \bigcap \{\text{range}(\vec{q}) : \vec{q} \in \text{loops}_Q(q) \text{ for all } q \text{ cyclic in } A\}$$

Thus 1-start-cyclic-deterministic acceptors are those in which all loops must pass through the start state (if there is one).

It is now possible to show, though I omit the proof, what $L_{1\text{scrd}}$ equals.

**Theorem 40** $L_{1\text{scrd}} = L_{1\text{srd}} \cap (L_{\text{fin}})^* \cdot L_{\text{fin}}$.

**Proof:** Omitted □

Every language in this class of languages has a characteristic sample.

**Theorem 41** For any 1-start-cyclic-deterministic language $L$, there exists a characteristic sample.
Proof: Let \( L \) be a 1-start-cyclic-deterministic language. From Theorem 35, we know there exist \( L_1, L_2 \in \mathcal{L}_{\text{fin}} \) such that \( L = L_1^* \cdot L_2 \). Let the sample \( S_0 = L_1 \cup L_1 \cdot L_2 \).

I omit the remainder of the proof. \( \square \)

Since there is a characteristic sample \( S \) for any 1-start-cyclic-deterministic language \( L \), we know that any learner which guesses \( L \) after exposure to \( S \) has picked the smallest 1-start-cyclic-deterministic language consistent with \( S \).

The algorithm given below is identical in structure to Algorithm 7. The procedure \( p\text{-UPDATE} \) ensures that the any (reverse) non-determinism that occurs by merging start states is removed by the time the algorithm terminates. It removes the (reverse) nondeterminism by merging the same \( b \)-predecessors of some reverse nondeterministic state (because of multiple incoming \( b \)-transitions). It is easy to see that these merges do not change the language accepted by the pre- and post-merged acceptors. Formally, \( P\text{-UPDATE}(B_1, B_2, b) \) places \( (p(B_1, b), p(B_2, b)) \) on LIST if both \( p(B_1, b) \) and \( p(B_2, b) \) are nonempty and defines \( p(B_3, b) \) to be \( p(B_1, b) \) if this is nonempty and \( p(B_2, b) \) otherwise (where \( B_3 \) is the union of \( B_1 \) and \( B_2 \)) (cf. Algorithm 7).

It is possible to now prove that for any sample \( S \), the output of Algorithm 8 is the smallest language in \( \mathcal{L}_{1\text{fcd}} \) which contains \( S \).

**Theorem 42** Let \( S \) be any nonempty positive sample. Then the output of Algorithm 7 is the smallest 1-start-cyclic-deterministic language containing \( S \).

**Proof:** Omitted. \( \square \)

Consequently, Algorithm 8 identifies \( \mathcal{L}_{1\text{fcd}} \) in the limit.
Algorithm 8 The 1-Start-Cyclic-Reverse-Deterministic (1SCRD) Algorithm

**Input:** a nonempty positive sample $S$.

**Output:** a 1-start-cyclic-deterministic acceptor $A$.

**Initialization**

Let $A_0 = (Q_0, I_0, F_0, \delta_0) = ST(S)$.

Let $\pi_0$ be the trivial partition of $Q_0$.

For each $b \in \Sigma$ and $q \in Q_0$, let $p(\{q\}, b) = \delta_0^*(q, b)$.

Choose some $q'$ in $I_0$.

Let LIST contain all pairs $(q, q')$ such that $q \in I_0 - \{q'\}$.

Let $i = 0$.

**Merging**

while LIST $\neq \emptyset$ do

Remove some element $(q_1, q_2)$ from LIST.

Let $B_1 = B(q_1, \pi_i)$ and $B_2 = B(q_2, \pi_i)$

if $B_1 \neq B_2$ then

Let $\pi_{i+1}$ be $\pi_i$ with $B_1$ and $B_2$ merged.

for all $b \in \Sigma$ do

$P$-$UPDATE(B_1, B_2, b)$

end for

Increase $i$ by 1.

end if

end while

**Termination**

Let $f = i$ and output the acceptor $A_0/\pi_f$. 
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**Theorem 43** Let $L$ be a 1-start-cyclic-deterministic language, $w_1, w_2, \ldots$ a positive representation of $L$. For any $i \in \mathbb{N}$ let $S_i = \{w_n : n \leq i\}$ and let $L(PT(S_1)), L(PT(S_2)), \ldots$ be a sequence of languages. This sequence converges to $L$.

**Proof:** Omitted. \qed

5.8 Merging Start States in Prefix Trees

In this section we ask which class of languages is obtained by merging start states of a prefix tree. Since such trees have but one start state, each state will always be in its own block, and thus the merging procedure leaves the prefix tree unaltered. Therefore $\mathcal{L}_{fin}$ is the class of languages identifiable in the limit by this merging procedure.

5.9 Merging Final States in Suffix Trees

Like §5.9, merging final states in suffix trees can makes no changes since suffix trees have only one final state. Therefore, $\mathcal{L}_{fin}$ is the class of languages obtainable in this way.

5.10 Merging Nonfinal States in Prefix Trees

The class of languages obtainable by merging nonfinal states in a prefix tree remains an open question.

5.11 Merging Nonstart States in Suffix Trees

The class of languages obtainable by merging nonstart states in a suffix tree remains an open question. By now it should be clear that this question is clearly related to the one of merging nonfinal states in prefix trees.
5.12 Merging Nonstart States in Prefix Trees

In this section we ask which class of languages is obtained by merging nonstart states in a prefix tree. Since prefix trees have only one start state, all states except the final are merged into a single state. The result is an acceptor which constrains which segments may begin words.

It is easy to see that this procedure is equivalent to a particular string extension learner. Consider $bw : \Sigma^* \rightarrow \Sigma$ defined below

$$bw(w) = \{ a : \exists v \in \Sigma^* \text{ such that } av = w \}$$

We call the class of languages this function extends to $L_{beginwith}$ since the grammars of these languages consists of a set of elements which all words the language accepts must begin with. I.e. $G$ is a subset of $\Sigma$ and $w \in L(G)$ iff the first segment of the word $w$ belongs to $G$.

When nonstart states are merged in a prefix tree of some sample, this procedure identifies $L_{beginwith}$ in the limit.

It is plausible that $L_{beginwith}$ can be parameterized to yield a family of language classes, each which specifies which strings of length $n$ may begin a given word. One way to accomplish this by state merging might be to compose the $I_n$ function with the function which identifies nonstart states under $\otimes$.

5.13 Merging Nonfinal States in Suffix Trees

As above, when nonfinal states are merged in a suffix tree, the result is an acceptor which constrains which segments may end a word. This follows from the fact that suffix trees have only one final state, so all states but the final are merged into a single state.

It is easy to see that this procedure, like the one in §5.13, is equivalent to a
particular string extension learner. Consider \( ew : \Sigma^* \to \Sigma \) defined below

\[
ew(w) = \{ a : \exists v \in \Sigma^* \text{ such that } va = w \}
\]

We call the class of languages this function extends to \( L_{\text{endwith}} \) since the grammars of these languages consists of a set of elements which all words the language accepts must end with. I.e. \( G \) is a subset of \( \Sigma \) and \( w \in L(G) \) iff the last segment of the word \( w \) belongs to \( G \).

When nonfinal states are merged in a suffix tree of some sample, this procedure identifies \( L_{\text{endwith}} \) in the limit.

Like \( L_{\text{beginwith}} \), it is possible to parameterize \( L_{\text{endwith}} \) to yield a family of language classes, each which specifies which strings of length \( n \) may begin a given word.

### 5.14 Local Summary

The results of §5 are summarized in Table 6.2. (Each of the language classes below is defined in Table 6.1.) In this table, the language classes shown are identifiable in the limit by the state merging procedure shown. Table 6.2 suggests an interesting relationship between suffix and prefix trees, incoming and outgoing paths, start and final states, and the reversal operator. It appears that that when the suffix tree representation is exchanged for a prefix tree, and a final state with a start state in the \( f \) column (or incoming for outgoing), then the class of languages obtained is the reverse of what otherwise would be obtained. For example it is easy to verify that the class of languages obtained by reversing languages in \( L_{\text{endwith}} \) is \( L_{\text{beginwith}} \). Similarly, reversing languages in \( L_{1fcd} \) yields the class of languages \( L_{1scrd} \). (And of course \( L_{n-gram} \) and \( L_{\text{fin}} \) are closed under reversal). These algebraic properties deserve closer study, but I leave such work for future endeavors.
\[ \mathcal{L}_{\text{fin}} = \{ L : |L| \text{ is finite} \} \]
\[ \mathcal{L}_{n-\text{gram}} = \{ L : L \text{ is recognizable by ngram grammar} \} \]
\[ \mathcal{L}_{1fd} = \{ L : L \text{ is recognizable by a deterministic acceptor with 1 final state} \} \]
\[ \mathcal{L}_{1fcd} = \{ L : L \in \mathcal{L}_{1fd} \cap \mathcal{L}_{\text{fin}} \cdot (\mathcal{L}_{\text{fin}})^* \} \]
\[ \mathcal{L}_{1sr} = \{ L : L \text{ is recognizable by a reverse deterministic acceptor with 1 start state} \} \]
\[ \mathcal{L}_{1scr} = \{ L : L \in \mathcal{L}_{1sr} \cap (\mathcal{L}_{\text{fin}})^* \cdot \mathcal{L}_{\text{fin}} \} \]
\[ \mathcal{L}_{\text{endwith}} = \{ L : L \in (\Sigma^*) \cdot \Sigma \} \]
\[ \mathcal{L}_{\text{beginwith}} = \{ L : L \in \Sigma \cdot (\Sigma^*) \} \]

Table 6.1: Definitions of Language Classes

<table>
<thead>
<tr>
<th>( f )</th>
<th>( PT(S)/\pi_f )</th>
<th>( ST(S)/\pi_f )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( I_{n+1} )</td>
<td>( \mathcal{L}_{n-\text{gram}} )</td>
<td>?</td>
</tr>
<tr>
<td>( O_{n+1} )</td>
<td>?</td>
<td>( \mathcal{L}_{n-\text{gram}} )</td>
</tr>
<tr>
<td>( p, q \in F )</td>
<td>( \mathcal{L}_{1fcd} )</td>
<td>( \mathcal{L}_{\text{fin}} )</td>
</tr>
<tr>
<td>( p, q \in I )</td>
<td>( \mathcal{L}_{\text{fin}} )</td>
<td>( \mathcal{L}_{1scr} )</td>
</tr>
<tr>
<td>( p, q \notin F )</td>
<td>?</td>
<td>( \mathcal{L}_{\text{endwith}} )</td>
</tr>
<tr>
<td>( p, q \notin I )</td>
<td>( \mathcal{L}_{\text{beginwith}} )</td>
<td>?</td>
</tr>
</tbody>
</table>

Table 6.2: Language Classes Identifiable in the Limit by Merging States in Prefix and Suffix Trees
6 Summary

This chapter generalizes the notion of neighborhood. It shows that precedence and trigram languages are tail canonically 1-1 neighborhood distinct, but that the class of 4-gram languages is incomparable with 1-1 neighborhood-distinct languages.

This chapter also begins to deconstruct the neighborhood-distinct languages by deconstructing the range of the Forward Backward Neighborhood learning function. It shows that this range is a composition of a number of language classes, many of which are shown to be learnable by some state merging procedure. These language classes are interesting because they plausibly describe other kinds of phonotactic patterns: those that are iterative in character, both left-to-right and right-to-left, those that permit a domain to begin or end in certain ways, the \( n \)-gram languages, and the finite languages.

There is still much to understand. Some additional language classes need to be determined. Also, the underlying algebraic structure which includes the prefix/suffix tree distinction, state merging and the reversal operator remains open for investigation.
CHAPTER 7

Conclusion

1 Results

This dissertation explores the thesis that if we understand how learners generalize on the basis of their linguistic experience, then we can understand the kinds of patterns found in natural language. In particular, I examined learners which generalize based on particular notions of locality in the domain of phonotactic patterns. Although real-life learners certainly employ additional principles when generalizing from their limited experience, the focus here makes clear the contribution locality-based inductive principles can make to the phonotactic learning problem in linguistics.

It was shown that bigram and trigram models are instantiations of two more general classes of learning functions: string extension and state-merging. It was shown that if people use inductive principles based on precedence, then it explains why Long Distance Agreement patterns exist and why they do not exhibit blocking effects. It was shown that the class of languages in the range of the precedence learning function and the class of languages in the range of trigram grammars are both proper subsets of a class whose languages obey a more general notion of locality, neighborhood-distinctness. A review of two surveys of stress patterns (Bailey 1995, Gordon 2002) reveals that all stress patterns are ‘2-2’ neighborhood-distinct, and almost all stress patterns are ‘1-1’ neighborhood-distinct. 1-1 neighborhood-
distinctness thus becomes a universal of the phonotactic patterns discussed in this dissertation, with the few exceptional stress patterns meriting further study.

It was also shown that patterns acquired by generalizing on the basis of neighborhood-distinctness approximate the attested typology of stress patterns in certain significant respects. In particular, generalizing on the basis of neighborhood-distinctness explains why the attested stress patterns are neighborhood-distinct and why patterns describable with feet of size feet of four or more are unattested.

This formal universal also has implications for Optimality-theoretic approaches to phonology, where one goal has been to develop a restricted theory of Con for phonology (Eisner 1997b, McCarthy 2003). A theory of Con which requires all constraints to be neighborhood-distinct severely limits the kinds of possible phonological constraints, but allows precisely the constraints phonologists typically use.

This dissertation proves several results; the ones relevant to learning are summarized in Figure 7.1. The names in this figure are classes of languages for which it is possible to obtain the smallest language which includes any finite sample. The figure shows the subset relationships among the smallest languages of those classes which include the sample. For example, the smallest bigram language which includes a sample also includes the smallest trigram language (because the bigram language makes fewer distinctions). With the exceptions of 1FCD and 1SCRD, all of the language classes represented in Figure 7.1 are neighborhood-distinct.

In short, this dissertation shows that particular formulations what it means for a phonotactic patterns to be ‘local’ in character provide natural, powerful inductive principles by which learners can acquire patterns which resemble the attested typology in significant respects. This work thus suggests that similar discoveries can be made for linguistic rules in other domains.
Figure 7.1: Subset Relations Among the Smallest Languages of Particular Classes which Contain some Finite Sample
2 Looking Ahead

It is not, of course, the case that we now know how children acquire phonotactic patterns. Far from it! In many ways, the learners presented here are unlike human learners. These learners are consistent, children are not. The many assumptions that were made at the beginning of this dissertation are now recalled. These learners already know the domain of application of the rules, children do not. These learners are fragile in the sense they cannot handle noisy input, children are not. Despite these dissimilarities, there is still a new understanding—there are particular properties of the attested language patterns that human learners can exploit. To turn it around, if children generalize in the sorts of ways explored here, we understand certain aspects of the attested language patterns. Thus I believe that recollecting the ways in which the learners in these pages are unlike human learners is not problematic. Rather each assumption is now a challenge, to be met.

Consider the questions now brought to the fore. Some of these address the assumptions made:

- How can learning stress patterns proceed from segmental transcriptions as opposed to syllabic ones?
- More generally, how can we build a phonotactic learner which simultaneously discovers the phonotactic rule and the domain of its application?
- How can we build gradient counterparts to these hypothesis spaces and stochastic learners for them?
- How can we build versions of these learners that are robust in the presence of noise?
- How can we build iterative versions of the neighborhood learners?
Some of these address the psychological plausibility of the inference procedures investigated here:

- Can these learners explain known experimental results?
- Can predictions these learners make be verified in the lab?

Some of these are typological:

- What is the status of Greenberg’s universal regarding completely and partially resolvable clusters?
- Is Long Distance Agreement with local blocking really rare, or should we look more carefully?
- Are all phonotactic patterns neighborhood-distinct, and what about the few stress patterns that are not?

We can also ask whether we can develop learners with properties which better approximate the known typologies:

- What contribution can features make to learning (cf. Minimal Generalization (Albright and Hayes 2002), also note Johnson (1993))? 
- How can featural similarity be introduced into the precedence model to account for the similarity effects in Long Distance Agreement Patterns?
- What contribution can the Stress to Weight Principle make to learning stress patterns?

Some questions relate to the types of learners employed:

- What is the exact relation between the languages obtained by string extension learning and linearly separable languages (if any) (Kontorovich et al. 2006)?
• What is exactly the algebraic structure underlying forward and reverse deterministic acceptors, reversal operators, and different state merging procedures?

Finally, we can ask whether the notions of locality discussed here have analogs at higher levels of the Chomsky Hierarchy:

• Can neighborhood-distinctness be generalized to the context-free or context-sensitive domains, what classes of languages do they define, and to what extent do such extensions resemble other natural language patterns and do they lead to learnability in some sense?

There are thus many, many questions whose answers remain unknown but are sure to advance our understanding of how children acquire their knowledge of language. In this respect, I reminded of a saying by Dag Hammersköld1: “You climb to the top of a mountain only to see how small it is.” That certainly is true, but you also have a better view.

---

1First United Nations Secretary General.
## Appendix: The Stress Typology

This appendix lists all the languages included in the stress typology alphabetically by name. The column labeled ‘#’ indicates which stress pattern the language has. Sources are given in the right hand column. The references for Bailey (1995), Gordon (2002) and Hayes (1995), are given in shorthand due to their prevalence in the typology (the full reference is in the bibliography).

### Table 7.1: Languages in the Stress Typology

<table>
<thead>
<tr>
<th>Name</th>
<th>#</th>
<th>Sources</th>
</tr>
</thead>
</table>
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