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Introduction Long-Distance Agreement

Learning in Phonology

Introduction

o | will present a learning algorithm that learns long-dis&n
agreement phonotactic patterns withaugriori
Optimality-theoretic constraints (Prince and Smolens$93]
2004).

@ The proposed algorithm simply keeps trackpofcedence
relations.

@ This approach demonstrates the utility of factoring therlisy
problem.
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Introduction Long-Distance Agreement

Learning in Phonology

What is Long-Distance Agreement?

o Long Distance Agreement (LDA) patterns are those within
which particular segments, separated by at least one other
segment, must (dis)agree in some feature (Hansson 200&, Ros
and Walker 2004).

@ Hansson (2001) adds that the intervening segments are not
audibly affected by the agreeing feature.

@ This is in order to clearly distinguish LDA from spreading¢s
also Gafos 1999 and Walker 1998).
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Introduction Long-Distance Agreement

Learning in Phonology

Examples of Long-Distance Agreement

@ Consonantal Harmony (Hansson 2001, Rose and Walker 2004)
Sibilant Harmony

Liquid Harmony

Dorsal Harmony

¢ ¢ ¢

...
@ Vowel Harmony with transparent vowels
o Finnish, Hungarian, Nez Perce (see Bak®000 and references
therein)
o But see also Gordon (1999), Gafos and Benus (2003), and Gick
et. al. (2006).
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Introduction Long-Distance Agreement

Learning in Phonology

LDA with No Blocking: Navajo

In well formed words, sibilants agree in the feature [aigri

1. [s,zts,ts’,dz] are never preceded by {.t[.t[’,d3].
2. [I.3.1.t",d3] are never preceded by [9zts’,dz].

Examples (Sapir and Hojier 1967):
Jitters ‘we (dual) are lying’
dadalis  ‘he (4th) has his foot raised’

*fitterz (hypothetical)
*desdalif (hypothetical)

Pw NP

J. Heinz (7) Learning Long-Distance Agreement Phonotactics



Introduction Long-Distance Agreement

Learning in Phonology

LDA with Local Blocking: Inesefio Chumash

In well formed words:

1. [f]is never preceded by [s].
2. [s]is never preceded by][unless the nearest
preceding [] is immediately followed by [n,t,1].

Examples (Applegate 1972, Poser 1982):

1. ksunonwss ‘I obey him’ 5. [tijepus ‘he tells him’

2. Kfunof ‘l am obedient’ 6. *susime[ (hypothetical)
3. “*ksunony (hypothetical) 7. [i[lusisin ‘they (dual) are
4. *kfunots  (hypothetical) gone awry’
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Introduction Long-Distance Agreement

Learning in Phonology

Why LDA Patterns are Thought to be a Challenge to Le:

Arbitrarily many segments may intervene between agreq—ers

@ Albright and Hayes (2003a) observe that “the number of
logically possible environments. .. rises exponentiallihvihe
length of the string.”

@ Thus there are potentially too many environments for a kxaim
consider in discovering LDA patterns.
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Learning in Phonology

The Meaning of “arbitrarily many”

@ However, does “arbitrarily many” really require a learner t
consider every logically possible nonlocal environment?
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Introduction Long-Distance Agreement

Learning in Phonology

Learning in Phonology

@ Learning in Optimality Theory
[Tesar(1995), Boersma(1997), Tesar(1998), Tesar andedisio}(1998), Hayes(1999), Boersma and Hayes(2001),
Lin(2002), Pater and Tessier(2003), Pater(2004), PrindeTasar(2004), Hayes(2004), Riggle(2004),
Alderete et al.(2005)Alderete, Brasoveanua, MerchamgcBrand Tesar, Merchant and Tesar(to appear),
Wilson(2006), Riggle(2006), Tessier(2006)]
@ Learning in Principles and Parameters
[Wexler and Culicover(1980), Dresher and Kaye(1990), ii{2006)]
@ Learning Phonological Rules
[Gildea and Jurafsky(1996), Albright and Hayes(2002),rght and Hayes(2003a), Albright and Hayes(2003b)]
o Learning Phonotactics
[Ellison(1992), Goldsmith(1994), Frisch(1996), Colenzaml Pierrehumbert(1997),
Frisch et al.(2004)Frisch, Pierrehumbert, and Broe, 4lm(2006), Goldsmith(2006), Heinz(2006a), Heinz(2006b)

Heinz(To appear), Hayes and Wilson(To appear)]
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Introduction Long-Distance Agreement

Learning in Phonology

The Learning Framework

Grammar G2

@ What isLearner so thatLanguage of G2 = Language of G?
@ See Nowak et. al. (2002) and Niyogi (2006) for overviews.
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Introduction

Long-Distance Agreement
Learning in Phonology

Inductive Learning and the Hypothesis Space

@ Learning cannot take place unless the
hypothesis space is restricted.

@ G2 is not drawn from an unrestricted set
of possible grammars.

Grammar G2
@ The hypotheses available to the learner ultimately determi

(1) the kinds of generalizations made
(2) the range of possible natural language patterns

@ Under this perspective, Universal Grammar (UG) is the set of
available hypotheses.
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Introduction Long-Distance Agreement

Learning in Phonology

Different Kinds of Hypothesis Spaces are Learned
Differently.

@ The set of syntactic hypotheses available to children ighet
same as the set of phonological hypotheses available trehil

- The two domains do not have the same kind of patterns and so we
expect them to have different kinds of learners.
o Likewise, the set of Long Distance Agreement patterns are
different from patterns which restrict the distributionamfjacent
segments.
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Introduction Long-Distance Agreement

Learning in Phonology

Factoring the Phonotactic Learning Problem

o Different kinds of phonotactic constraints can be learngd b
different learning algorithms.

@ A complete phonotactic learner is a combination of these
different learning algorithms.

@ Here, | am only showing how one part of the whole learner—the
part that learns LDA constraints—can work.
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Representing LDA Patterns

Learning Long Distance Agreement Precedence Grammars

Representing LDA Patterns with Finite-state Machines

o LDA patterns areegular—that is, describable by a finite-state
accep'[OI’[Johnson(lwz), Kaplan and Kay(1981), Kaplan and Kay(J.9H#ison(1992), Eisner(1997),

Albro(1998), Albro(2005), Karttunen(1998), Frank andt&¢it998), Riggle(2004), Karttunen(2006)]

o Finite-state acceptors

(1) accept or reject words. So it meets the minimum requirenaent f
a phonotactic grammar— a device that at least answers Yes or N
when asked if some word is possible. (Chomsky and Halle 1968,
Halle 1978)

(2) can be related to finite state OT models, which allow us to
compute a phonotactic finite-state acceptor (Riggle 200Hich
becomes the target grammar for the learner.

(3) are well-defined and can be manipulated.

(Hopcroft et. al. 2001).
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Representing LDA Patterns

Learning Long Distance Agreement Precedence Grammars

LDA with No Blocking: Navajo

1. [s,zts,ts’,dz] are never preceded by {.t[.t[’,d3].
2. [I.3.1.t",d3] are never preceded by [9zts’,dz].

C = any consonant except sibilants

S s = [+anterior] sibilants
w V = any vowel
= [-anterior] sibilants
CV s @ J=1 ]
=
s, [, si, [i, ss,
J w Accepts{ [[, sis, [if, sns,
N, & fnj, e
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Representing LDA Patterns
Precedence Grammars

Learning Long Distance Agreement

The Finite-State Representation of the LDA Pattern in

@ This grammar recognizes an infinite
number of legal words, just like the
generative grammars of earlier
researchers.

o It does accept words like
[tnf[[[tttttt[iiii]—but this violates other
constraints on well-formedness (e.g.
syllable structure constraints).

o If the OT analyses of LDA given in Hansson (2001) or Rose and
Walker (2004) were written in finite-state terms, this a¢oefs
exactly the one returned by Riggle’s (2004) algorithm.
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Representing LDA Patterns
Precedence Grammars

Learning Long Distance Agreement

LDA with Local Blocking: Chumash

1. [f]is never preceded by [s].
2. [s]is never preceded by][unless the nearest
preceding [] is immediately followed by [n,t,1].

C = any consonant except [,n,t,1]
V = any vowel
N = [n,t,1]

s, [, si, [i, ss,
Acceptsg [[, sis, [if, sns, [n],
ns, [nis, [niis, ...
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Representing LDA Patterns
Precedence Grammars

Learning Long Distance Agreement

The Learning Question in Context

LDA with No Blocking
(Navajo) LDA with Local Blocking (Chumash)

@ How can the acceptors above be acquired from finite samples of
Navajo and Chumash, respectively?

J. Heinz (22) Learning Long-Distance Agreement Phonotactics



Representing LDA Patterns
Precedence Grammars

Learning Long Distance Agreement

The Learning Question in Context

LDA with No Blocking
(Navajo) LDA with Local Blocking (Chumash)

@ How can the acceptors above be acquired from finite samples of
Navajo and Chumash, respectively?
@ The class of patterns describable by finite state accefgors i

known to be insufficiently restrictive for learning to occ@old
1967, Osherson et. al. 1986).
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Representing LDA Patterns

Learning Long Distance Agreement Precedence Grammars

Recalling How We Can Describe LDA with No Blocking:
Navajo

1. [s,zts,ts’,dz] are never preceded by,3.tf.t/",d3].
2. [[.3.4.t,d3] are never preceded by [ggts’,dz].
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Representing LDA Patterns

Learning Long Distance Agreement Precedence Grammars

Recalling How We Can Describe LDA with No Blocking:
Navajo

1. [s,zts,ts’,dz] are never preceded by,3.tf.tf",d3].
2. [[.3.t.t,d3] are never preceded by [gzts’,dz].

[s] can be preceded by [s]
[s] can be preceded by [t].

[t] can be preceded by [s].

[J] can be preceded by[
[J] can be preceded by [t].
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Representing LDA Patterns

Learning Long Distance Agreement Precedence Grammars

Precedence Grammars

@ A precedence grammar is a list of the allowablgrecedence
relations in a language.
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Representing LDA Patterns

Learning Long Distance Agreement Precedence Grammars

Languages Recognized by Precedence Grammars

@ Words recognized by a precedence grammar are those for which
everyprecedence relatios in the grammar.

o Example. (Assum& = {s,[,t,0}.)

(s,9) (s,t) (s,0)

¢n qv (o)
ts) () @Y (to)
(0,s) (of) (o) (0,0

(1) The Language o includessotos.

Precedenc& =
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Languages Recognized by Precedence Grammars

@ Words recognized by a precedence grammar are those for which
everyprecedence relatios in the grammar.

o Example. (Assum& = {s,[,t,0}.)

(s,s) (s,t) (s,0)
_ ¢) ¢ (o)
Precedenc& = ts) ) ) (o)
(0,s) (of) (o) (0,0)
(1) The Language oB includessotos.
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Languages Recognized by Precedence Grammars

@ Words recognized by a precedence grammar are those for which
everyprecedence relatios in the grammar.

o Example. (Assum& = {s,[,t,0}.)

(s,9) (s,t) (s,0)

_ ¢) ¢ (o)
Precedenc& = ts) ) ) (o)
(0,s) (of) (o) (0,0)

(1) The Language o includessotos.
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Languages Recognized by Precedence Grammars

@ Words recognized by a precedence grammar are those for which
everyprecedence relatios in the grammar.

o Example. (Assum& = {s,[,t,0}.)

(s,s) (s,t) (s,0)
_ ¢) ¢ (o)
Precedenc& = ts) ) ) (o)
(0,s) (of) (o) (0,0)
(1) The Language o includessotos.
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Representing LDA Patterns

Learning Long Distance Agreement Precedence Grammars

Languages Recognized by Precedence Grammars

@ Words recognized by a precedence grammar are those for which
everyprecedence relatios in the grammar.

o Example. (Assum& = {s,[,t,0}.)

(s,8) (s,t) (s,0)

¢n v (o)
ts) () @Y (to)
(0,s) (of) (o) (0,0

(1) The Language oB includessotos.

Precedenc& =
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Learning Long Distance Agreement Precedence Grammars

Languages Recognized by Precedence Grammars

@ Words recognized by a precedence grammar are those for which
everyprecedence relatios in the grammar.

o Example. (Assum& = {s,[,t,0}.)

(s,9) (s,t) (s,0)

¢n qv (o)
ts) () @Y (to)
(0,s) (of) (ot) (0,0)

(1) The Language o includessotos.

Precedenc& =
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Learning Long Distance Agreement Precedence Grammars

Languages Recognized by Precedence Grammars

@ Words recognized by a precedence grammar are those for which
everyprecedence relatias in the grammar.

@ Example. (Assum& = {s,[,t,0}.)

(s:9) (s) (s,0)

_ ¢.n v (o)

Precedenc& = ts) ) (L) (to)

(0,s) (of) (o.t) (0,0)
(1) The Language d& includessotos.
(2) The Language db excludessotof.
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Learning Long Distance Agreement Precedence Grammars

Languages Recognized by Precedence Grammars

@ Words recognized by a precedence grammar are those for which
everyprecedence relatias in the grammar.

@ Example. (Assum& = {s,[,t,0}.)

(s,s) x  (st) (s,0)

¢n v (o)
ts) @) @Y (o)
(0,s) (of) (ot) (o,0)

(1) The Language d& includessotos.
(2) The Language db excludessoto/.

Precedenc& =
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Representing LDA Patterns
Precedence Grammars

Learning Long Distance Agreement

Precedence Languages are Regular.

These grammars are notational variants.

LDA with No Blocking
(e.g. Navajo)

Precedence Grammar

(s,s) (s,;t) (s,0)
oo ¢H 0y (o
ts) @) @Y (o)
(0,s) (of) (o) (o,0)

See appendix on how to write a finite-state acceptor given a
precedence grammar.
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Learning Precedence Grammars

Navajo Fragment. (Assunme = {s,[,t,0}.)

1. [s]is never preceded byj|
2. [[1is never preceded by [s]

(s,9) (s,t) (s,0)

¢n ¢ (o)
ts) @) @Y (o)
(0,s) (of) (ot) (o,0)

Precedenc& =
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Learning Long Distance Agreement Precedence Grammars

Learning Precedence Grammars

Navajo Fragment. (Assunme = {s,[,t,0}.)

1. [s]is never preceded byj|
2. [[1is never preceded by [s]

Learning Precedenc& =

Sample={ }
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Learning Long Distance Agreement Precedence Grammars

Learning Precedence Grammars

Navajo Fragment. (Assunme = {s,[,t,0}.)

1. [s]is never preceded byj|
2. [[1is never preceded by [s]

(s,8) (s,0)
Learning Precedenc& = (t,s) (t,0)
(0,9) (0,0)
Sample = {tosos }
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Learning Long Distance Agreement Precedence Grammars

Learning Precedence Grammars

Navajo Fragment. (Assunme = {s,[,t,0}.)

1. [s]is never preceded byj|
2. [[lis never preceded by [s]

(s.9) (s,0)
Learning Precedenc& = (t,s) (([»[B Y g’gg

(0,s) (of) (o) (0,0)

Sample = { tosos fotof }
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Learning Precedence Grammars

Navajo Fragment. (Assunme = {s,[,t,0}.)

1. [s]is never preceded byj|
2. [[lis never preceded by [s]

() (s.) (s,0)
¢n v @.o0)

(ts) () () (to)

(0,s) (of) (o) (0,0)

Learning Precedenc& =

Sample = { tosos fotof , stot }
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Learning Precedence Grammars

Navajo Fragment. (Assunme = {s,[,t,0}.)

1. [s]is never preceded byj|
2. [[lis never preceded by [s]

() (s.) (s,0)
¢n v @.o0)

(ts) () () (to)

(0,s) (of) (o) (0,0)

Learning Precedenc& =
Sample = { tosos fotof , stot }

@ The learner has already generalized; it accejof, [ [tot],
[sototos]
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Learning Precedence Grammars

Navajo Fragment. (Assunme = {s,[,t,0}.)

1. [s]is never preceded byj|
2. [[lis never preceded by [s]

() (s.) (s,0)
¢n v @.o0)

(ts) () () (to)

(0,s) (of) (o) (0,0)

Learning Precedenc& =

Sample = { tosos fotof , stot }

@ The learner has already generalized; it accejof, [ [tot],
[sototos]

@ but not words like [tos] or [sos(]
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Learning Long Distance Agreement Precedence Grammars

Local Summary

o Any LDA with no blocking pattern (e.g. Navajo) can be
described with a precedence grammar.

@ Any LDA with no blocking pattern can be learned efficiently in
the manner described above.
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Learning Long Distance Agreement Precedence Grammars

LDA with Local Blocking and Precedence Grammars:
Chumash

1. [f]is never preceded by [s].
2. [s]is never preceded by][unless the nearest
preceding [] is immediately followed by [n,t,1].

o Precedence Grammars as given cannot describe the pattern in
Chumash.

*kfinots (hypothetical)
Jtijepus  ‘he tells him’
o Next | will show how to extend precedence grammars to capture
patterns like those found in Chumash.

e Bigram Precedence
o Relative Precedence
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Learning Long Distance Agreement Precedence Grammars

Bigram Precedence

@ The grammar contains elements of the form (ab,c):
“[c] can be preceded by [ab]".

o The idea is that in Chumash
(Jt,s) is in the grammar, bufi(s) is not.

*k[inots (hypothetical)
Jtijepus  ‘he tells him’
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Learning Long Distance Agreement Precedence Grammars

Relative Precedence

o [ab] relatively precedes [c] iff

(1) [ab] precedes [cind
(2) no [a] intervenes between [ab] and [c]

@ The second conjunct captures the “nearest-preceding’tbspe
the Chumash description above.

[i[lusisin ‘they (dual) are gone awry’

o [[i] precedes[s]
@ but[[i] does notelatively precede [s]

J. Heinz (47) Learning Long-Distance Agreement Phonotactics
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Learning Long Distance Agreement Precedence Grammars

Relative Precedence

@ [ab] relatively precedes [c] iff

(1) [ab] precedes [cind
(2) no [a] intervenes between [ab] and [c]

@ The second conjunct captures the “nearest-preceding’tbspe
the Chumash description above.

[i[lusisin ‘they (dual) are gone awry’

o [[i] precedes[s]
@ but[[i] does notelatively precede [s]

@ Thus local blocking is achieved by not includin@g) in the
grammar but including[t,s).
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Learning Long Distance Agreement Precedence Grammars

Learning Relativized Precedence Bigram Grammars

The learner simply records the relativized precedenceligr
relations observed.

Precedenc& =

Sample ={ }
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Learning Long Distance Agreement Precedence Grammars

Learning Relativized Precedence Bigram Grammars

The learner simply records the relativized precedenceabigr
relations observed.

(Jif)
QL) Gfw  Gfs)  (f0)  (ifn)
(Jluw  (fls) (JLi) (JIn)
Precedenc& = (lu,s)  (lu,i) (lu,n)
(us,s) (us,i) (us,n)
(si,s) (si,n)
L (is,1)

Sample = {[iflusisin }

J. Heinz (50) Learning Long-Distance Agreement Phonotactics



. . Representing LDA Patterns
Learning Long Distance Agreement | 5 20 ien e o rmare

Learning Relativized Precedence Bigram Grammars

The learner simply records the relativized precedenceabigr
relations observed.

(Jif)
QL) Gfw  Gfs)  (f0)  (ifn)
(Jluw  (fls) (JLi) (JIn)
Precedenc& = (lu,s)  (lu,i) (lu,n)
(us,s) (us,i) (us,n)
(si,s) (si,n)
L (is,1)

Sample = {[iflusisin }

@ The learner has already generalized: it accepfs(fin, [lun, [lis,
sisisin]

J. Heinz (51) Learning Long-Distance Agreement Phonotactics
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Learning Relativized Precedence Bigram Grammars

The learner simply records the relativized precedenceabigr
relations observed.

(Jif)
QL) Gfw  Gfs)  (f0)  (ifn)
(Jluw  (fls) (JLi) (JIn)
Precedenc& = (lu,s)  (lu,i) (lu,n)
(us,s) (us,i) (us,n)
(si,s) (si,n)
L (is,1)

Sample = {[iflusisin }

@ The learner has already generalized: it accefpfs|fin, [lun, [lis,
sisisin]
@ but not to words like [is, [ilus].
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Learning Long Distance Agreement Precedence Grammars

Local Summary

@ Any LDA with local blocking pattern such as the one in
Chumash can be described with a Relativized Precedence
Bigram Grammar.

@ Any pattern describable by a Relativized Precedence Bigram
Grammar can be learned efficiently by the algorithm desdribe
above.
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Relativized Bigram Precedence Patterns include Precec
Patterns

Relativized Precedence Bigram Patter Chumas|

= LDA with Local Blocking Patterns

Precedence Patterns
= LDA with No Blocking Patterns

Navajo

@ Any pattern that can be described with a Precedence Grammar
can be described with a Relativized Precedence Bigram

Grammar.

Learning Long-Distance Agreement Phonotactics
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© Conclusions
@ Summary
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Summary
Remaining Questions

Conclusions

Regular Patterns include Relativized Bigram Precedenc
Patterns

Regular Patterns

L J

@ The class of relativized precedence bigram patterns shewa h
(1) is a small subset of regular patterns
(2) includes LDA patterns attested in natural language phatiota
(3) is learned simply in the manner described.
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Why Learning LDA is Simple

The number of logically possible nonlocal environmentseases
exponentially with the length of the word.

@ Precedence-based learners do not consider every logically
possible nonlocal environment. They cannot learn loggcall
possible nonlocal patterns like:

(1) Ifthe third segment after a sibilant is a sibilant, they nagtee in
[anterior].

(2) Ifthe second, third, or fifth segments after a sibilant istélaint,
they must agree in [anterior].

(3) and so on

@ These learners do not distinguish on the basis of distanak at
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Why Learning LDA is Simple

The number of logically possible nonlocal environmentseases
exponentially with the length of the word.

@ Precedence-based learners do not consider every logically
possible nonlocal environment. They cannot learn loggcall
possible nonlocal patterns like:

(1) Ifthe third segment after a sibilant is a sibilant, they nagtee in
[anterior].

(2) Ifthe second, third, or fifth segments after a sibilant istélaint,
they must agree in [anterior].

(3) and so on

@ These learners do not distinguish on the basis of distanak at

@ The notion of “arbitrarily many”—not being able to counis—
sufficiently restrictivefor learning to occur.
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Summary

@ Alearner can keep track girecedenceelations to learn attested
Long Distance Agreement patterns.

@ This algorithm is properly thought of as one part of a conglet
phonotactic learner—the part which returns LDA-type
constraints.

@ Factoring the learning problem is a useful way to address how
phonological learning can occur.
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Learning Gradient Phonotactics

(1) Phonotactic patterns are gradient; this is categorical.

o Categorical patterns are a special case of gradient ones.

@ Nothing in the design on the model depends on its categorical
nature.

@ There are many ways to make the model gradient.
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Learning with a Noisy Sample

(2) Can Precedence Learning occur in the presence of noise?

a. What if certain precedence relations are not in the sample?
b. What if there are just a few exceptions to the constraint?

@ We know what the categorical model does. These are really
empirical questions. What do people do in these cases?

@ Yes it can be shown that under certain noisy conditions, with
high confidence, the patterns describable with precedence
grammars can be learned allowing for a certain amount of erro
(Angluin and Laird 1988, Valiant 1984, Kearns and Vazirani
1994) .
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Learning Phonetically Unmotivated LDA Patterns.

(3) Precedence Learning can learn ‘unmotivated’ LDA patterns.
E.g. “[b] never precedeg].”

o Independently motivated restrictions can be built ints thi
grammar to further restrict the hypothesis space.
o Similarity restrictions on potential agree-ers (Hanssod12 Rose
and Walker 2004) (See also Frisch et. al. 2004)
# Relevency Conditions on interveners (Jensen 1974) (See als
Odden 1994).
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Some LDA patterns do measure distance

(4) Some LDA patterns do measure distance.

o In Ndonga, nasal agreement fails if the nasals are not within
adjacent syllables (Viljoen 1973, Rose and Walker 2004).

o See also Martin (2004) regarding the domain of sibilant lwaryn
in Navajo compounds.

@ The distance appears to be measured in syllables, not segmen

@ How this can be incorporated into the present learner | leave
unresolved for future investigation.
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Appendix. FSA Construction from Precedence Gramma
Basic Definitions

This appendix shows how a finite state acceptor can be wiitteéch
is equivalent to any precedence grammar. The relativizedeoience
bigram grammars work similarly.

@ X denotes a fixed finite set of symbols, tiphabet. >* denotes
all finite strings formed over this alphabet.

@ A language is a subset oE*.
@ Letuvdenote the concatenation of two stringandv.
@ The prefixes of a languadeare defined below.

Pr(L) ={ue ¥*:3ve ¥* such thatv € L}
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Appendix. FSA Construction from Precedence Gramma
Definitions

o To facilitate FSA construction, we augment the symbols é@séh
grammars with the word boundary symbol #. We write
V=XU{#.

@ A precedence grammar G is a subset of/2.

@ For some precedence grammar G, the Language of G is given
below

L(G) = {we ¥ : PS(#wi#) C G}

wherePS(X) is the set of precedence relations of string

J. Heinz (67) Learning Long-Distance Agreement Phonotactics



Summary

- Remaining Questions
Conclusions 9Q

Appendix. FSA Construction of Precedence Grammars

o A finite state acceptor is a tup(€, |, F, §) whereQ is the set of
states] is the set of initial states (a subset@Y, F is the set of
final states (a subset @f), and¢ is the transition function, which
maps a (state,symbol) pair to a set of states.

@ For any precedence gramm@ran FSA which accepts exactly
L(G) may be written as follows:

Q = {PS(#u##):ucPr(L(G))}
I = {{(#,#)}}iff L(G) # 0, otherwise)
F=0Q

0(PS(#u#),a) = PS#ua#) whenever,ua € Pr(L(G))

@ This acceptor is deterministic so it is possible to complée t
canonical acceptor using standard minimization algorsthm
(Hopcroft et. al. 2001).
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