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Class 9, 10/21/11:  English Phonotactics II

1. Assignments etc.
· Finish reading McClelland/Vander Wyk

· Optional reading:  their experimental paper (I will email it to you.)

· Hand back the homeworks.

· Talk to me soon about your term paper topic.

2. Where we are

· Exploring the math that could generate valid predictions from patterns of constraint violations.

· Some of this work can be done without any math, simply by making binary comparisons of forms related by (minimal) harmonic bounding.

· Models considered:

· McClelland/Vander Wyk additive

· McClelland/Vander Wyk multiplicative

· maxent

3. The lattice of harmonic bounding
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4. Anomalies in the lattices:  the role of history vs. naturalness
· For [Vŋ] worse than [Vŋk], history helps us, as the ancestor form [Vŋg] would count as worse than [Vŋk]—it’s synchronically unnatural and is an effect of an inherited lexicon

· So:  time to do a blick test and see whether it’s naturalness or data pattern that dominate speaker intuitions.

· For [Vld] worse than [VVld]:  history deepens the mystery, since the latter was derived from the former by some kind of sound change.

· Here, too, blick testing would help:  perhaps the mechanism of the sound change really was local reduction of markedness, with “unintended” long-term consequences.
beyond the lattice:  model bake-off
5. More constraints

· Here, we’re aiming at a really good fit to the data, so the four crude constraints seen so far get articulated in various ways; e.g. splitting the noncoronals into labials and velars, etc.

6. By reasonable criteria of model-fitting, the additive model beats the multiplicative one

Why?

· The additive model benefits from having a cut-off point β.

· Look at the actual best-fit values of the parameters:



the cutoff point
-11.5
↓NAS 
An added nasal segment is not preferred

-15.5
↓LIQ 
An added liquid segment is not preferred

-14.3
↓preS 
An added pre-stop fricative segment is not preferred

-14.6
↓postS 
An added post-stop fricative segment is not preferred

-16.4
↓postT 
An added post-stop stop segment is not preferred

-3.1
↓NC-lab 
Labial place of articulation is not preferred

-2.7
↓NC-vel 
Velar place of articulation is not preferred.

· It’s easy to make up totally impossible combos here.

Vsts
PreS and PostS = 14.3 + 14.6 = 28.9  dead (ok only as affixed)
Vpk
16.4 + 3.1 + 2.7 = 22.2  dead
Vln
11.5 + 15.5  27.0 dead  (oops!  kiln exists, though very marginal)

· See below on ganging…

· We noted above that the multiplicative model could in principle have had a cutoff, too…

· The multiplicative model’s predictions are “bent”:
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· As is so often the case in modeling, we increase the correlation when we use a log scale.
· Later we’ll do some bending in maxent with “temperature”.

7. Ganging

· All models that start with harmonic formula (Error! Reference source not found.) predict ganging.

· M+V’s models use ganging very effectively to rule forms out; see examples immediately above.
8. Ganging vs. constraint conjunction

· M+V’s very best model has what they call “interaction terms”.
· In our culture, these are called conjoined constraints (Smolensky 1995)
· Here are M+V’s conjoined constraints, translated:

C7a: ↓NC x VV
“Do not simultaneously have a long vowel and a noncoronal.”

C7b: ↓NC x Nas x (Vo or VV)




“Do not have noncoronality, a voiced obstruent, and a nasal”




“Do not have noncoronality, a nasal, and a long vowel”

C7c: ↓NC x (l_ or s_)




*l[−coronal],
 *s[−coronal]

C7d: ↓Vel x Vo x (VV or E)




*VV EQ \b\bc\[(\a\al(−sonorant,+dorsal,+voice)) 





*C EQ \b\bc\[(\a\al(−sonorant,+dorsal,+voice)) 




* EQ \b\bc\[(\a\al(−sonorant,+dorsal,+voice)) C

9. The difference between ganging and constraint conjunction

· What is crucial:  you can assign weight to the conjoined constraint, making violations of it worse above and beyond what you would get merely from the “ingredient” constraints.
· For an application of this idea to generative metrics, see

· Bruce Hayes, Colin Wilson, and Anne Shisko (submitted) Maxent grammars for the metrics of Shakespeare and Milton.  Ms., Department of Linguistics, UCLA.

· Some of the constraints of classical Generative Metrics are pointless, because you get their effects from ganging of simpler, independently needed constraints.

· Others are authentic, valid conjunctions.

· This seems to be a potentially “standard” research strategy:  has the proposer of conjoined constraint neglected to test whether simple ganging will suffice?
10. The M+V model is still short of what we could want

· [ts] is not as frequent as it ought to be (we need something to make it worse than [ks], despite being coronal where [ks] is noncoronal).

· [lb] (only in bulb) is supposed to be bad (this worries me about the cutoff; I’d rather it get a very low score)

· VVsp, VVsk are supposed to bad

· exceptions:  words we studied in Week 1!  ask, task, clasp, etc., with [ɑː] in RP (vs. [æ] for us).

· These were lengthened in the ancestor of RP.
· … and they make things more excruciating, not less, because we’re required to accept a markedness-increasing sound change.

11. An intriguing observation

· Some of the counterexamples to the theory are “ironed out” in more frequent forms.

conclusions
12. What do we learn from this paper?

· The lexicon is orderly, and the frequencies can be predicted using few, typologically-sensible constraints.

· I anticipate that blick-testing will show that the pattern is also in English speakers’ heads.

· The resources brought to the table by skillful mathematical psychologists can be very useful — I particularly liked attaching significance values to the over-/underestimations.

· Not every way of combining constraint violations into predicted well-formedness scores works equally well.

13. Where next?
· “Extending the [theory] to multisyllabic forms will be more complicated.”
· Though I think it was good to start with a micro-world…

· Try other models mapping violations to well-formedness (next:  maxent).

· Predicting differences between illegal forms (cf. Berent et seq.) — will β get in the way?

· Selecting the constraints (get the analyst out of the picture and model language acquisition)

· Relating the constraints to phonetic difficulty

· Letting pure induction posit constraints to handle “unnatural phonotactics”; as in Vŋ being worse than Vŋk.

14. One more M+V paper

· I should have filed this one more carefully…

· They have their own blick test!  Done at CMU but still in draft and not even on McClelland’s web site.

· Results:

· The model does well

· better than a computational-linguistics-style bigram model with many more parameters

· better than an “aggregate similarity to existing words” model

· the other factors sometimes help explain some of the data in a multiple regression model
· Where I’d like to see more interpretation:  look at the individual troublesome cases we saw above and see how they panned out in the experimental data.
bringing in maxent
15. The maxent formula 

· (This version pasted in from Bruce Hayes and Claire Moore-Cantwell (2011) Gerard Manley Hopkins’ sprung rhythm: corpus study and stochastic grammar.  Phonology 28:235-282.)
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· The boxed thingy is harmony again.
· Lambda is weights, chi is violation counts.

· The negative sign is on the outside of ( because this paper uses positive weights.

· Omega for Hayes/Moore-Cantwell is a scanned line of poetry; for us a word.

· In prose, the formula says:
· Find the harmony value for the word

· Take e (about 2.78) to the power of the harmony

· Now do the same for every possible word (!!!!!), summing to create Z

· The probability of your word is its share in Z.
16. Maxent as truly principled math (?)

· The output is a probability.

· If I stand on the street corner emitting blick words for 1000000 years, their distribution should match the predictions of the grammar.

· The probability can be more concrete if you’re studying derivations that create free variation; phonotactics is more abstract.

17. Calculating Z

· Hayes and Wilson do this with a cheat and a magnificent gimmick

· The cheat:  assume that the lengths of possible words match the lengths of real words — this means no infinity, no calculating into eternity.
· The magnificent gimmick:  use a finite state machine (work of Jason Eisner) to calculate Z without checking individual words — this means no calculating for millennia, just minutes/hours.
18. The maxent formula in comparison with M+V’s two formulae

· Additive theory
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· Multiplicative theory
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19. Maxent, under inspection, turns out to be a multiplicative model

Why?  because when you add and then take e to the power of the result, that is the same as multiplication.
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· Implications:

· No cutoff point, which I have said above may be a good thing

· Bad “curvature” in fitting against ratings data.

· Hayes/Wilson fix this by adding a parameter:  you take the T’th root of the harmony before data-fitting (“temperature”); with suitable T this unbends the curve in an appropriate way.

20. Searching for the right weights in maxent

· Again, the goal is to maximize the probability assigned to the observed data.

· In maxent, there is a mathematical wonder:  the search space is convex, so diligent searching is guaranteed to find the best answer.

· UCLA software (user-friendlified versions of Wilson’s code)

· Maxent grammar tool (for input-output problems), by Wilson/Ben George


http://www.linguistics.ucla.edu/people/hayes/MaxentGrammarTool/


I love this software.
· UCLA Phonotactic Learning (for phonotactics), by Wilson/Frank Capodieci


http://www.linguistics.ucla.edu/people/hayes/Phonotactics/index.htm





This software is frustrating but there seems to be nothing else that can do what it 




does.
21. Constraint selection

· This is the bugbear of the problem and the Hayes/Wilson paper only has some guessed-at heuristics

· Favor few matrices

· Favor accuracy (no violations)

· Favor generality







� No examples


� All cases have /m/:  74 aim ame blame bloom boom bream broom chime chrome claim climb comb cream crime dame deem dime dome doom dream fame firm flame foam frame fume game germ gleam gloom gnome grime groom home lame lime loam loom maim mime name ohm plume prime ream rhyme roam rome room same scheme scream seam seem shame slime


� 4	else pulse waltz false


� 29: bask bisque brisk brusque busk cask clasp crisp cusp desk disc dusk flask frisk gasp grasp husk lisp mask mosque musk rasp risk rusk task tusk wasp whisk wisp


� 8:  drogue eeg fugue league plague rogue vague vogue


� 1:  morgue.  But M+V are studying RP; [mɔːg] is in the previous set.


� No examples





