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Abstract

Functionalist phonetic literature has shown how the phonologies of human languages are
arranged to facilitate ease of articulation and perception. The explanatory force of phonological
theory is greatly increased if it can directly access these research results. There are two formal
mechanisms that together can facilitate the link-up of forma to functional work. As others have
noted, Optimality Theory, with its emphass on directly incorporating principles of markedness,
can serve as part of the bridge. Another mechanism is proposed here: an dgorithm for
inductive grounding permits the language learner to access the knowledge gained from
experiencein articulation and perception, and form from it the gppropriate set of formal
phonologica condrants.

1| would like to thank Marco Baroni, Patricia K edti ng, Donca Steriade, and members of talk
audiences at MIT, Arizona, Tilburg, Utrecht, Corndll, UC Santa Cruz, UCLA, and the
Formalism/Functionalism conference for helpful input in the preparation of this paper.
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1. Phonological Functionalism

The difference between formdist and functionaist gpproachesin linguistics has taken
different formsin different areas. For phonology, and particularly for the study of fully-
productive sound patterns, the functionalist gpproach has traditionaly been phonetic in
character. For some time, work in the phonetic literature, such as Ohada (1974, 1978, 1981,
1983), Ohalaand OHALA (1993), Liljencrants and Lindblom (1972), Lindblom (1983, 1990),
and Westbury and Keating (1986), has argued that the sound patterns of languages are
effectively arranged to facilitate ease of articulation and distinctness of contrasting formsin
perception. In thisview, much of the patterning of phonology reflects principles of good
design.?

In contemporary phonological theorizing, such aview has not been widely adopted.
Phonology has been modeled as aforma system, set up to mirror the characteristic
phonologica behavior of languages. Occasiondly, scholars have made a nod towards the
phonetic sensbleness of a particular proposd. But on the whole, the divide between formd and
functionalist gpproachesin phonology has been as deep as anywhere e se in the study of

language.

It would be pointless (dbeit fun) to discuss reasons for this based on the sociology of the
fields of phonetics and phonology. More pertinently, | will dlaim that part of the problem has
been that phonologica theory has not until recently advanced to the point where a serious
coming to grips with phonetic functionaism would be workable.

2. Optimality Theory

The nove gpproach to linguigtic theorizing known as Optimality Theory (Prince and
Smolensky 1993) appears to offer the prospect of amgor change in thissituation. Here are
some of the basic premises of the theory as| condrueit.

Firgt, phonological grammear is not arranged in the manner of Chomsky and Halle (1968),
in essence as an assembly line converting underlying to surface representations in a series of

% The last sentence defines what is meant here by “functionalism”. Unfortunately, this term
has come to denote a particular viewpoint on alarge number of other issues, for instance, the
stability and integrity of the grammar as a cognitive system, the desirability of explicit formal
anadysis, the validity of intuited data, and so forth. It is quite possible to hold mainstream
generativist views on al of these other issues (yes, the grammar is a stable, cohesive cognitive
system; yes, forma analysisis crucial to research success; yes, intuitive judgments when carefully
gathered are very useful; etc.) but be functionalist in the sense of believing that the formal system
of grammar characteristically reflects principles of good design. Thisis more or less my own

position.
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seps. Ingtead, the phonology selects an output form from the set of logicd possbilities. It
makesits sdection usng alarge set of congraints, which specify what is*“good” about an
output, in the following two ways.

(1)a. Phonotactics. “The output should have phonologica property X.”
b. Fathfulness “The output should resemble the input in possessing property Y.”

Phonotactic congtraints express properties of phonologica markedness, which are typically
uncontroversd. For example, they require that syllables be open, or that front vowels be
unrounded, and so on. The Faithfulness congtraints embody a detailed factorization of what it
means for the output to resemble the input; they are fully satisfied when the output isidentica to
the input.

Condgraints can conflict with each other. Often, it isimpossible for the output to have the
desired phonotactic properties and dso be faithful to the input; or for two different phonotactic
condraints to be satisfied Smultaneoudy. Therefore, al congraints are prioritized; thet is,
ranked. Prioritization drives a specific winnowing process (not described here) that ultimately
sdects the output of the grammar from the set of logica possbilities by ruling out al but asingle
winner.?

I will take the generd line that Optimdity Theory isagood thing. Fird, it shares the virtues
of other formd theories  when well implemented, such theories provide fasfiability, so thet the
arorsin an andyss can lead to improvement or replacement. Further, forma theories
characterigtically increase the pattern recognition capacity of the anadyst. For example, it was
only when the formal theory of moras was introduced (Hyman 1985) thet it became clear that
compensatory phonologica processes always conserve mora count (See Hyman, and for
elaboration Hayes 1989).*

Second, Optimality Theory has permitted solutions to problems that smply were not
trestable in earlier theories. Examples are the metrica phonology of Guugu Yimidhirr (Kager,
to gppear), or the long-standing ordering paradoxes involving phonology and reduplication
(McCarthy and Prince 1995).

® For explicit presentation of Optimality Theory the reader is referred to Prince and
Smolensky’s original work (1993) or to Archangeli and Langendoen’s (1997) text.

* Here are two other examples. (a) The formal theory of intonational representation
developed by Pierrehumbert (1980) led her to discover English intonationa contours not previoudy
noticed. (b) The theory of prosodic domains of Selkirk (1980) led Hayes and Lahiri (1991) to find
close links between intonation and segmental phonology in Bengali that would not have otherwise
been observed.
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Mot crucialy, Optimality Theory has the advantage of alowing usto incorporate generd
principles of markedness into language-specific anadlyses. Previoudy, aforma phonology
conssted of a set of somewhat arbitrary-looking rules. The analyst could only look at the rules
“from the outside’ and determine how they reflect genera principles of markedness (or at best,
supplement the rules with additional markedness principles, asin Chomsky and Halle (1968,
Ch. 9), Schachter (1969), or Chen (1973)). Under Optimality Theory, the principles of
markedness (stated explicitly and ranked) form the sole ingredients of the language-specific
andyds. The mechanism of selection by ranked condraints turns out to be such an amazingly
powerful devicethat it can do dl therest. Since rankings are the only arbitrary eement in the
system, the principled character of language-specific andysesis greetly increased. Thisis
necessarily an argument by assertion, but | believe afair comparison of the many phonologica
analyses of the same material in both frameworks would support it.”

3. What isa Principled Constraint?

The question of what makes acongraint “principled” is one that may be debated. The
currently most popular answer, | think, relies on typologicad evidence: aprincipled condraint is
onethat “does work” in many languages, and does it in different ways.

But there is another answer to the question of what makes a condraint principled: a
congraint can be judtified on functional grounds. In the case of phonetic functiondism, awell-
motivated phonological congtraint would be one that either renders speech easier to articulate or
renders contrasting forms easier to distinguish perceptudly. From the functiondist point of view,
such condraints are a priori plausible, under the reasonable hypothesis that language isa
biologicd system that is desgned to perform itsjob well and efficiently.

Optimdity Theory thus presents a new and important opportunity to phonologica theorids.
Given that the theory thrives on principled condraints, and given that functionaly motivated
phonetic congtraints are inherently principled, the clear route to take is to explore how much of
phonology can be congtructed on thisbasis. One might call such an approach “ phonetically-
driven Optimality-theoretic phonology.” A theory of this kind would help close the long-
standing and regrettable gap between phonology and phonetics.

4. Resear ch in Phonetically-Driven Optimality-T heor etic Phonology

The position just taken regarding phonetics and Optimality Theory is not origina with me,
but is inspired by ongoing research, much of inspired by Donca Steriade, which attempts to
make use of OT to produce phoneticaly-driven formal accounts of various phonologica
phenomena

®> Much of the Optimality Theory analytical literature is currently posted on the World Wide
Web at http://ruccs.rutgers.edu/roa.html, and may be downloaded.
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For ingtance, Steriade (1993, 1997) consders the very basic question of segmental
phonotactics in phonology: what segments are dlowed to occur where? Her perspectiveisa
novel one, taking the line that perception isthe dominant factor. Roughly spesking, Steriade
suggests that segments preferentialy occur where they can best be heard. The crucid part is
that many segments (for example, voiceless sops) are rendered audible largely or entirely by the
contextual acoustic cues that they engender on neighboring segments through coarticulation. In
such agtuation, it is clearly to the advantage of particular languages to place strong restrictions
on the phonological locations of such segments.

Following this gpproach, and incorporating a number of results from research in speech
perception, Steriade is able to reconstruct the traditional typology of “segment licensing,”
including what was previoudy imagined to be an across-the-board preference for consonants to
occur in syllable onset position.  She goes on to show that there in fact are areas where this
putative preference fails as an account of segmentd phonotactics. one exampleisthe
preference for retroflexes to occur postvocdicaly (in either onset or coda); preglottaized
sonorantswork smilarly. As Steriade shows, these otherwise-baffling cases have specific
explanations, based on the peculiar acoustics of the ssgmentsinvolved. She then makes use of
Optimality Theory to develop explicit forma analyses of the relevant cases.

Phonetically-driven approaches smilar to Steriade’ s have lead to progressin the
understanding of various other areas of phonology: place assmilation (Jun 1995ab; Myers, this
volume), vowd harmony (Archangeli and Pulleyblank 1994, Kaun 1995a,b), vowe -consonant
interactions (Flemming 1995), syllable weight (Gordon, 1997), larynged features for vowels
(Silverman 1995), non-local assimilation (Gafos 1996), and lenition (Kirchner, in progress).?

5. TheHardest Part

What is crucid here (and recognized in earlier work) isthat aresearch result in phoneticsis
not same thing as a phonologica congraint. To go from one to the other isto bridge alarge
gap. Indeed, the Stuation facing phonetically-driven Optimality-theoretic phonology is arather
odd one. In many cases, the phonetic research that explains the phonologica pattern has been
done very well and is quite convincing; it is only the question of how to incorporaeit into a
formal phonology that is difficult. An gppropriate motto for the research program described
hereis we seek to go beyond mere explanation to achieve actual description.

® A number of these areas are also addressed in the related “Functional Phonology” of
Boersma (1997).
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In what follows, | will propose a particular way to atain phoneticaly-driven phonologica
description.” Since | presuppose Optimality Theory, whet is crucialy needed is a meansto
obtain phoneticaly-motivated congraints.

In any functionaist gpproach to linguigtics, an important question to consder is whoisin
charge? That is, short of divine intervention, languages cannot become functiondly well
designed by themselves; there has to be some mechanism responsible. In the view | will adopt,
phonology is claimed to be phoneticaly naturd because the condraints it includes are (at least
partidly) the product of grammar design, carried out intdligently (thet is, unconscioudy, but
with an inteligent agorithm) by language learners.

Before turning to this design process, | will first emphasize its most important aspect: there
is acongderable gap between the raw patterns of phonetics and phonologica congraints.
Once the character of this divergenceis clear, then the proposed nature of the design process
will make more sense.

6. Why Constraints Do Not “Emerge’” From The Phonetics

There are a number of reasons that suggest that phonetic patterns cannot serve as a direct,
unmediated basis for phonology. (For more discussion of thisissue, see Anderson (1981) and
Keating (1985)).

6.1 Variation and Gradience

Fird, phonetics involves gradient and variable phenomena, whereas phonology is
characteridticaly categorid and far lessvariable. Hereisan example Hayes and Stivers (in
progress) set out to explain phonetically awidespread pattern whereby languages require
postnasal obstruents to be voiced. The particular mechanism we propose is reviewed below;
for now it sufficesthat it appearsto be verified by quantitative aerodynamic modding and
should be gpplicable in any language in which obstruents may follow nasals.

Since the mechanism posited is autometic, we might expect to find it operating evenin
languages like English that do not have postnasd voicing as a phonologica process. Testing this
prediction, Hayes and Stivers examined the amount of closure voicing (in milliseconds) of
English /p/ inthe environments/ m___ versus/r___. Sure enough, for dl five subjectsin the
experiment, there was significantly more /p/ voicing after /m/ than after /r/, as our mechanism
predicted. But the effect was purely quantitative: except in the most rapid and casua speech

" Since thisiis only one approach among many, the reader is urged to compare it with
Steriade’ swork, as well as Flemming (1995), Boersma (1997), and Kirchner (in progress).
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syles, our speakers fully succeeded in maintaining the phonemic contrast of /p/ with /b/ (which
we aso examined) in postnasd position. The phonetic mechanism smply produces a
quantitative distribution of voicing that is skewed toward voicedness after nasas. Moreover,
the digtribution of values we observed varied gresily: the amount of voicing we found in /mp/
ranged from 13% up to (in afew cases) over 60% of the closure duration of the /p/.

In contragt, there are other languages in which the postnasad voicing effect istruly
phonologica. For example, in Ecuadorian Quechua (Orr 1962), a suffix boundaries, it is
phonologicdly illegd for avoiceess stop to follow anasal, and voiced stops are subgtituted for
voicdess, thussaca-pi ‘jungle-loc.” but atam-bi ‘frog-loc.” For suffixes, thereisno contrast of
voiced versus voicdess in postnasal position. Clearly, English differs from Quechuain having
“merely phonetic’ postnasal voicing, as opposed to true phonologica postnasal voicing.? We
might say that Ecuadorian Quechuafollows a categorid drategy: in the suffix context it Smply
doesn't even try to produce the (phoneticaly difficult) sequence nasal + voicel ess obstruent.
English follows a“bend but don’t break” drategy, alowing ahighly variable increase in degree
of voicing after nasals, but nevertheless maintaining a contradt.

| would claim then, that in English we see postnasd voicing “in the raw,” as atrue phonetic
effect, whereas in Ecuadorian Quechua the phonology treets it as a categoria phenomenon.
The Quechua case is what needs additiond trestment: it isakind of legp from amply dlowing a
phonetic effect to influence the quantitative outcomes to arranging the phonology o that, in the
relevant context, an entire contrast is wiped out.”

6.2 Symmetry

Let us consder asecond argument. | claim that phonetics is asymmetrical, whereas
phonology is usualy symmetrica. Since the phonetic difficulty of articulation and perception
follows from the interaction of complex physica and perceptud systems, we cannot in the
generd case expect the regions of phonetic space characterized by a particular difficulty leve to
correspond to phonologica categories.

To makethis clear, condder aparticular case, involving the difficulty of producing voiced
and voiceessstops.  The basic phonetics (here, aerodynamics) has been studied by Ohala

8 The difference is clearly reminiscent of the notion of “phonologization” discussed in Hyman
(1976) and earlier, though Hyman's main focus is on historical contrast redistributions such as
those found in tonogenesis.

® Actualy, this paragraph sights the complexity of phonetic implementation. Following
Pierrehumbert (1980) and Keating (1985), | assume that there is aso a phonetic component in the
grammar, which computes physical outcomes from surface phonological representations. It, too, |
think, is Optimality-theoretic and makes use of inductive grounding (below). | cannot address
these issues here for lack of space.
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(1983) and by Westbury and Kesting (1986). Roughly, voicing is possible whenever a
sufficient drop in air pressure occurs across the glottis. In a stop, thisis a delicate matter for the
gpesker to arrange, Since free escape of the ord ar isimpeded. Stop voicing isinfluenced by
quite afew different factors, of which just afew are reviewed here.

(&) Place of articulation. Ina“fronter” place like labia, alarge, soft voca tract wall
surface surrounds the trgpped ar in the mouth. During closure, this surface retracts under
increasing air pressure, o that more incoming air is accommodated. This helps maintain the
transglottal pressure drop. Since thereis more yieding wal surfacein labias (and more
generdly, at fronter places of articulation), we predict that the voiced state should be relatively
eader for fronter places. Further, since the yidding-wall effect actually makes it harder to turn
off voicing, we predict that voicel essness should be harder for fronter places.

(b) Closure duration. Thelonger astop is held, the harder it will be to accommodate the
continuing trangglottal flow, and thus maintain voicing. Thus, voice essness should be favored
for geminates and for stopsin post-obstruent position. (The latter case assumesthat, asis
usud, the articulation of the stop and the preceding obstruent are temporally overlapped, so no
air escape can occur between them.)

(c) Postnasal position. Asjust noted, there are phonetic reasons why voicing of stops
should be congderably favored when anasal consonant immediately precedes the stop.

(d) Phrasal position. Characteridicaly, voicing is harder to maintain in utterance-initia
and utterance-find position, since the subglottal pressure that drives voicing tends to be lower in
these positions.

As Ohda (1983) and others have made clear, these phonetic factors are abundantly
reflected in phonologicd patterning. (8) Gaps in stop inventories that have both voiced and
voiceess seriestypicaly occur at locations where the Sze of the oral chamber makes voicing or
voice essness difficult; thus at *[p] or *[g], as documented by Ferguson (1975), Locke (1983),
and severd sources cited by Ohala (p. 195). (b) Clustersin which avoiced obstruent follows
another obstruent are also avoided, for instance in Latin stems (Devine and Stephens 1977), or
in German colloquia gpeech (Mangold 1962: 45). Geminate obstruents are asimilar case: they
likewise are often required to be voiceess, as in Japanese (Vance 1987: 42), West Greenlandic
(Rischel 1974), or 1X80 (Traill 1981: 165). (c) Languages very frequently ban voiceless stiops
after nasals, with varying overt phonological effects depending on how the congdraints are
ranked (Pater 1995, 1996; Hayes and Stivers, in progress). (d) Voicing isfavored in medid
position, and disfavored in initia and fina position, following the subglottal pressure contour
(Westbury and K esting 1986).°

19 | nterestingly, Westbury and Keating's (1986) modeling work found no articulatory support
for the large typological difference between fina devoicing (ubiquitous) and initia devoicing
(somewhat unusual; see Westbury and Keating for cases). Recent work by Steriade (in progress)



Phonetically-Driven Phonol ogy p.9

Mainly, the phonetics can serve here as arich source of phonologica explanation, sncethe
typology matches the phonetic mechanisms so well. However, if wetry to do thisin anaive,
direct way, difficultiesimmediately st in.

Suppose that we concoct alandscape of stop voicing difficulty (2) which encodes
vauesfor difficulty (zero = maximd ease) on an arbitrary scde for a set of phonological
configurations. For smplicity, we will consider only a subset of the effects mentioned above.

(2) Landscape of Difficulty for Voiced Stops. Three Places, Four Environments

b d g
[-son] __ .43 50 52
4 2327 35
[+son, -nas] 10 2030
[+nas] _ 0 0 0 contour line: 25

The chart in (2) was congtructed using a software aerodynamic voca tract modd implemented
at UCLA (Keeting 1984). The basis of the chart is explained below in section 10; for now, it
may be consdered smply aliging of “difficulty units’ for voicing in various phonologica
configurations. It can be seen that the model has generated patterns that are quditatively
correct: the further back in the mouth a place of articulaion is, the harder it isto maintain
voicing. Moreover, the rows of the chart reflect the greater difficulty of maintaining voicing after
obstruents and initidly, aswell asthe greater ease after nasals.

What is crucid about the chart isthat it reflects the trading relationships that are dways
found in the physicad system for voicing. One cannot say, for example, that velars are dways
harder to voice, because velars in certain positions are easer to voice than labidsin others.
Similarly, theenvironments/# __ versus/ [+son, —as| _ do not define a consstent cutoff in
voicing difficulty, Snce [g] in the environment
[ [+son, —as] __isharder than [b,d] in the environment / # .

The dotted line on the chart represents a particular “contour ling” for phonetic difficulty,”
andogous to a contour line for dtitude on a physica map. A language that truly “wanted” to

that relates the phonology of voicing to its perceptual cues at consonant releases would appear to
fill this explanatory gap.
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behave in a phoneticdly rationd way might ban dl phonologica configurations that exceeded the
contour line, asin (38). Trandating this particular contour line into descriptive phonologica
language, we have the formulation of (3b):

(3 A Hypotheticd Phonologica Condraint

a. *any voiced stop that characterigtically requires more than 25 units of effort
b. *post-obstruent voiced stops,

*[d,g] ininitid pogtion,

*[g] after oral sonorants

Note that [g] is permitted by (3), but only postnasaly.

| would contend that a congraint like (3) (however formulated) is rdatively unlikely to
occur in ared phonology. What occurs instead are condiraints that are likewise phonetically
sensble, but which possess forma symmetry. Here are some red-world examples, with the
languages they are taken from:

(4)a *Voiced obstruent word-findly (Polish)
b. *Voiced obstruent after another obstruent (L &tin)
C. *Voiced obstruent geminate (Japanese)
d. *Voiced velar obstruents (Dutch)

These congraints ban symmetrical regions of phonologica space, not regions bounded by
contour lines of phonetic difficulty. Nevertheess, they are phoneticaly sensblein a certain way:
in the aggregate, the configurations that they forbid are more difficult aerodynamicaly than the
configurations that they alow. Thus congraintslike (5) would be quite unexpected:

(5)a *Voicdess obstruent word-findly (compare (4a))
b. *V oiceless obstruent after another obstruent (compare (4b))
C. *Voicdess obstruent geminate (compare (4c))
d. *Voicdess velar obstruents (compare (4d))

To generdize: | bdieve that condraints are typicdly naturd, in that the set of cases that
they ban is phonetically harder than the complement set. But the “boundary lines’ that divide
the prohibited cases from the legal ones are characterigticaly statable in rather smple terms,
with asmdl logica conjunction of feature predicates. In other words, phonologica congraints
tend to ban phonetic difficulty in smple, formally symmetrical ways (cf. Kiparsky 1995: 659).
The congraint (3) is very sensble phoneticaly, but apparently too logicaly complex to appear
in naturd languages (or, at least, in more than avery few of them).

A further demongtration makes this point in adifferent way. Consder firg that Egyptian
Arabic (Harrdl et d. 1963) bans the voicdess bilabid stop [p]. Thisis both phonetically



Phonetically-Driven Phonol ogy p.11

sensble and empiricaly ordinary, as noted above. What is very sriking about the ban,
however, isthat it extends even to geminates. Cairene has words like [yikubb] “he spills’, but
no analogous words like *[yikupp]."* As noted earlier, voiced obstruent geminates are cross-
linguidticaly rare, for good phonetic reasons.

A near-minima comparison with Arabic is Japanese, which (some unassmilated
borrowings asde) is one of the languages that bans voiced obstruent geminates. Since Japanese
has [pp] but not [bb], there is an interesting contradiction: in Arabic [bb] iswell formed and
[pp] isill formed, whereasin Japanese it is just the opposite.

The contradiction is resolved in the context of the forma phonologica condraintsthat are
responsible. Japanese alows [pp], and forbids [bb], as part of a genera ban on voiced
obstruent geminates. Such aban is phoneticdly sensble, because obstruent voicing is hard to
maintain over long closures. Arabic allows[bb], and bans [pp], as part of a phoneticaly
sensible ban on voicdesslabid stops. The latter ban is phoneticaly sensible because of the
large expanding ord chamber wal surfacein labids. The opposte effects thus result from
formally generd phonologica congtraints, each with a phonetically naturd core.

The tentative concluson here is that the influence of phoneticsin phonology is not direct,
but is mediated by structura congtraints that are under some pressure toward forma symmetry.
A phonology that was directly driven by phonetic naturalness would, | think, be likely to miss
this point.

The gap between the phonetic difficulty patterns and the phonology is thus Htill there,
waiting to be bridged. Clearly, languages are well designed from a phonetic point of view.
What is heeded, | believe, isaway of accounting for this design that dso alows principles of
sructura symmetry to play arole.

7. A Scheme for Phonological Grammar Design

Grammars could in principle be designed at two levels. Within the speciesasawhale, it is
often held thereisa Universd Grammar, invariant anong non-pathologica individuas, which
determines much of the form of possble languages. Ancther sense in which grammar could be
designed, outlined by Kiparsky and Menn (1977: 58), is a the leve of theindividua, who is
engaged from infancy on in the process of congtructing a grammar, one thet will ultimately
generate the ambient language or something closetoit. Could the language learner be a
designer of grammars? If so, how might she go about it?

1t isfairly safe to infer that thisis not just idealized phonemic transcription on Harrell et
a.’s part, since elsewhere they do record alophonic [p] resulting from a process of regressive
voicing assimilation in obstruents.
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From the discusson above, it would seem plausible that grammatical design within
phonology aims at a compromise between forma symmetry and accurate reflection of phonetic
difficulty. What followsis a tentative attempt to specify what phonologica design could be like.
It isvery far from being confirmed, but | think it important at least to get started by laying out a
concrete proposal.

The task of phonologica grammar design, under Optimdity Theory, hastwo parts. gaining
access to congraints (here, by inventing them), and forming a grammar by ranking the
congraints. The Strategy taken is to suppose that condraints are invented in great profusion, but
trimmed back by the congtraint ranking agorithm.

The particular process whereby congraints are invented | will call inductive grounding.
The term “grounded,” which describes congtraints that have a phonetic bas's, was introduced
by Archangeli and Pulleyblank (1994). “Inductive’ means that the condtraints are learned by
processing input data.

8. Inductive Grounding |: Evaluating Constraint Effectiveness

The language learner has, in principle, an excdlent vantage point for learning phoneticaly
grounded congraints. Unlike any experimenter observing her externdly, the child is actudly
operating her own production and perception apparatus, and plausibly would have direct access
to the degree of difficulty of articulations and to the perceptud confusability of different acoudtic
ggnds.

Beyond the capacity to judge phonetic difficulty from experience, alanguage learner would
aso require the ability to generdize across tokens, creating a phonetic map of the range of
possible articulations and acoustic forms.

Congdering for the moment only articulation, | will suppose thet the language learner is able
to assess the difficulty of particular phonologica configurations, using measures such asthe
maximum articulatory force needed to execute the configuration, or perhaps Smple energy
expenditure.? Further, we must suppose that the learner is able to generalize from experience,
ariving a ameasure of the characteristic difficulty of particular phonologica configurations,
which would abstract away from the variation found at various speaking rates and degrees of
casuaness, as well asthe variable perceptud clarity that different degrees of articulatory
precison will produce. Pursuing such acourse, the learner could in principle arrive @ a

12 As Katherine Demuth has pointed out to me, one should probably also consider motor-
planning difficulty; for example, the difficulty very young children have in employing more than
one place of articulation per word. Since such difficulty is at present impossible to estimate, |
must stick to physical difficulty for now.
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phonetic map of the space of articulatory difficulty. ©* A tentative example of a phonetic map is
given below under (13).

Given a phonetic map drawn from experience, alanguage learner could in principle use it to
congtruct phonetically grounded condraints, hence the term “inductive grounding.” The
inductive grounding agorithm | will suggest here supposes the following.

Firdt, | assume congraints are constructed profusdly, as arbitrary well-formed
combinations of the primitive dements of phonologicd theory; thus, with just the features [nasdl]
and [voice], we would get *[+nasd][-voice], *[+nasal][+voice], *[-nasdl, -voice], *[+nasdl],
and so on. In principle, thisinvolves some risk, snce the number of condraints to be
consdered grows exponentidly with the number of forma dementsincluded in their Sructura
descriptions. However, if as suggested above, constraints are under some pressure toward
forma smplicity, it islikely that the Sze of the search space can be kept under control.

Second, candidate congtraints are assessed for their degree of grounding, ng the
phonetic map with a procedure | will now describe.

A grounded condraint is one that is phonetically sensible; that is, it bansthings thet are
phoneticaly hard, and alows things that are phoneticaly easy. Taking agiven candidate
phonologica congraint C, and any two entries E; and E; in the phonetic map, there are four
logicd possibilities

(6)a. Both E; and E; violate C.
b. Both E; and E; obey C.
c. E; violates C and E; obeys C.
d. E; obeys C and E; violates C.

We will ignore dl pairs of types (&) and (b) (same-outcome) as irrdevant to the assessment
of C. Among the remaining possibilities, we can distinguish cases where the congraint makes
an error from those in which it makes a correct prediction.

(7)a. Correct predictions

E, violates C and E; obeys C; E; is harder than E..
E;, obeys C and E; violates C; E,; iseader than E,.

13 Obvioudly, this task itsdlf involves quite non-trivial learning. An encouraging reference
from this viewpoint is Kelly and Martin (1994), who provide a fascinating survey of the ability of
humans and other species to form tatistical generalizations and to estimate relative magnitudes
from experience.
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b. Errors

E, obeys C and E; violates C; E; is harder than E..
E; violates C and E; obeys C; E; iseader than E,.

Since the god of a condraint isto exclude hard things and include easy things, we can
edablish agmple metric of condraint effectiveness amply by examining dl possble pairs{ E,
E;} drawn from the phonetic map. The definition below presumes a particular phonologica
sructura description defining a congraint, and a phonetic map againgt which the congtraint may
be tested:

(8) Condraint effectiveness
Effectiveness = Correct predictions/ (Correct predictions + Errors)

Onthis scde, “perfect” condraints receive avaue of 1, since they aways ban things that
arerdativey harder, and never things that are relaively easer. Usdess condraints, which ban
thingsin an arbitrary way with no connection to their phonetic difficulty, receive avaue of 0.5;
and utterly perverse congraints, which ban only relatively easy things, get avaue of 0. Clearly,
the language learner should seek congtraints with high effectiveness values.

It is more complicated to define congtraint effectiveness for perceptua distinctness.
FHemming (1995) has argued persuasively that perceptua distinctness can only be defined
syntagmatically in perceptua space: for ingtance, [] isafine vowd, indeed the preferred high
vowel in averticad vowe system such as Marshdlese, where it is the only high vowd (Choi
1992). But where[i] and [u] occur as phonemes, asin most languages, [i] is a poor vowd, due
to its acoudtic proximity to (thus, confusability with) [i] and [u]. Assuming the correctness of
Flemming's position, we must evauate not individua entries in the phonetic map, but pairs of
entries. And since congraint effectivenessis determined by comparing cases that a congtraint
treets differently, we must dedl with pairsof pairs. In various cases | have explored, this
procedure leads to coherent results, but as there are further complications, | will consider only
atticulation here, with the intent of dealing with perception elsewhere.

9. Inductive Grounding II: Sdecting the Grounded Constraints

Meredly defining condraint effectiveness does not provide an explicit definition of a
grounded condraint. If we only alowed congraints that showed amaximally good fit to the
phonetic map (effectiveness value 1), then only afew smple congtraints would be possble, and
most of the permitted congtraints would be very complex, like the “contour line condraint” in
(3) aove. Thiswould be wrong on both counts. First, my judgment, based on experiencein
phonologicd typology, isthat there are many condraints, in fact, dismayingly many, unlesswe
come up with a reasonable source for them. Thus, we want the inductive grounding algorithm to
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generate avery rich (but thoroughly principled) constraint set. Second, as dready argued, we
want to keep congraints from being heavily “taillored” to fit the phonetic pattern. Red
congraints seldom achieve such a perfect fit; rather, they deviate in the direction of structura

smpliity.

A smple way to accomplish this deviation, as well asto provide arich condraint set, isto
rely on the notion of local maximum; in particular, local maxima of congraint effectiveness.
Typicdly, loca maxima are recognized as difficult problems for language learners, preventing the
learner from arriving a the correct find sate. A complex, multiply dimensioned pattern typicaly
has many loca maxima, but (definitionaly) only one globa one. But for our purposes, alocd
maximum is an excdlent thing, because it permits alarge number of congraints to emerge from a
given phonetic map.

To make the idea explicit, here are some definitions:

(9) Constraint space isthe complete (infinite) set of possible condraints. Itis
generated by locating dl legd combinations of the primitive forma eements of
aparticular phonologica theory.

(10) Two congraints are neighbors in congraint space if the ructural description
of one may be obtained from that of the other by a single primitive forma
subdtitution (switching a feature vaue; addition or loss of afeature or
associdion line, etc.; the exact set of substitutions will depend on the

phonologica theory employed).

(11) Condraint C; issad to be less complex than congraint C, iff the structurd
description of C, is properly included in the structurd description of C; (cf.
Koutsoudas et al. 1974: 8-9).

Using these definitions, we can now date an explicit characterization of phonetic grounding:
(12) Defn.: grounded

Given aphonologica congraint C and a phonetic map M, Cissaid to be
grounded with respect to M if the phonetic effectiveness of C is greater than
that of al neighbors of C of equa or lesser complexity.

Definition (12) uses the notion of local maximum, by requiring that C only exceed its
neighborsin effectiveness. But (12) o goes beyond locd maximain acrucid sense the
neighbors that one must consider are only neighbors of equal or lesser complexity. Itisthisbias
that permits the system to output reatively smple congraints even when their match to the
phonetic map isimperfect.
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The definition of phonetic grounding in (12) is obvioudy quite speculative, but | would
clam the following virtues for it: (a) Assuming that a reasonably accurate phonetic map can be
congtructed, it specifies precisely which congtraints are grounded with respect to that map, thus
satisfying the requirement of explicitness. (b) The formaly Smple condraints that a given map
yidds are not just afew phoneticaly-perfect ones, but alarge number, each aloca effectiveness
maximum within the domain of equdly or less-complex condraints. () Condtraints are ableto
sacrifice perfect phonetic accuracy for forma symmetry, snce the competitors with which they
are compared are only those of equa or lesser complexity.

10. An Application of Inductive Grounding

Here isaworked out example. To begin, we need a plausible phonetic map, for which |
propose (13):

(13) A Phonetic Difficulty Map for Sx Stops in Four Environments

p t k| b d g
[—son] 7 O O] 43| 50| 52
# 10 0| 0| 23| 27| 35
[+son,—nas] 45| 28| 15| 10| 20| 30
[+nag] 155| 135|107 O 0] O

| obtained this map by using a software aerodynamic voca tract model. This mode was
developed originaly by Rothenberg (1968) as an dectricd circuit model, and is currently
implemented in a software version in the UCLA Phonetics Laboratory. Thisversion (or its
close ancestors) are described in Westbury (1983), Keating (1984), and Westbury and
Kesting (1986). Roughly, the mode takes as input specific quantitative values for alarge set of
articulations, and outputs the consequences of these articulations for voicing, thet is, the
particular ranges of milliseconds during which the vocal folds are vibrating. The unitsin chart
(13) represent articulatory deviations from a posited maximaly-easy average voca fold opening
of 175 microns, these deviations are in the positive direction for voiceless segments (Snce glottal
abduction inhibits voicing) and negetive for voiced (since glottal adduction encouragesiit).

| used the mode in an effort to give plausible quantitative support to the schemeto be
followed here. However, it should be emphasized that obtaining reasonable estimates of
articulatory difficulty from the model requires one to make alarge number of rdaively arbitrary
assumptions, reviewed in the footnote below.™ What makes the procedure defensible is that

14 (@ In red life, numerous articulations other than glottal adduction influence voicing
(Westbury 1979, 1983); | have used glottal adduction aone, despite the lack of realism, to reduce
phonetic difficulty to asingle physical scale. To permit a uniform criterion of perceptua adequacy,
the right-side environment for al stops was assumed to be prevocalic, which of course adds
another cavest to the results.



Phonetically-Driven Phonol ogy p.17

the outcomes that it produces are quditatively reasonable; examining the map, the reader will
find that al the relevant phonetic tendencies described above in section 6.2 are reflected
quantitatively in the map. Thus, voiced stops are most difficult after an obstruent, somewhat
easer ininitid pogtion, easier ill after sonorants, and easest postnasally. The reverse pattern
holds for voiceess stops. Further, for any given environment, Sops are easier to produce as
voiced (and harder as voiceess) when they arein fronter places of articulation.

I will now derive anumber of phonologica congraints from the phonetic map of (13) by
means of inductive grounding. The chart in (14) lists some of the work that must be done. The
first column giveswhat | take to be afarly subgtantid list of the most plausible condraints
(given what the chart is suitable for testing), dong with dl of their Smpler neighbors. | have
imposed areatively arbitrary limit of forma complexity on this candidate s&t, under the
assumption that language learners either cannot or will not posit extremely complex congtraints.
The second column gives the phonetic effectiveness vaue for the candidate congraints,
calculated by the method laid out in (9)-(12) and exemplified below.™  Findly, the third column
ligs al the neighbor congraints for each main entry that are equally or more smple, taking the
assumption that these neighbors are obtained by either afeature vaue switch or by deletion of
single dements from the structura description.

(14) Condraint tEffeC— Neighbors

ve—

ness
a *[+nasdl][+voice] 0.000 | *[+nasdl][~voice], *[-nasa][+voice], *[+voice], *[+nasal]
b. *[+nasal][-voice] 1.000 | *[+nasa][+voice], *[-nasal][—voice], *[-voice], *[+nasal]
C. *[-nasd][+voice] 0.701 | *[-nasd][—voice], *[+nasal][+voicg], *[+voice], *[-Nasal]
d. *[-nasa][—voice] 0.357 | *[-nasa][+voice], *[+nasal][-voice], *[—voice], *[-nasal]

(b) Inputs to the aerodynamic model were as in Kesating (1984), modified for the postnasal
environment as in Hayes and Stivers (1996).

(c) The criterion for adequate perceptual voicel essness was that the release of the stop
should be voiceless and there should be at least a 50 msec voiceless interval (half of the stop’s
100 assumed msec closure duration). The criterion for perceptual voicing was that the release of
the stop should be voiced, and at least half of the stop closure should be voiced. Preceding
obstruents and nasals were assumed to overlap with the target stop, so they added only 50 msec
to the total consonant closure.

(d) Since | had no basis for assessing what the true maximally-easy vocal fold opening is, |
was forced (for this one parameter) to “let the theory decide’; picking the value of 175 as the one
that best matched observed phonologicd typology.

1> Note that for some constraints, the effectiveness value cannot be calculated. When a
congtraint excludes or permits every entry in the map, then the formula for effectivenessin (8) will
have a zero denominator. The only constraints for which this arose here were constraints
included just because they were neighbors of other constraints.
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e. *[+son]|[+voice] 0.500 | *[+son][—voice], *[-son][+Vvoice], *[+voice], *[+son]

f. *[+son][—voice] 0.861 | *[+son][+voice], *[-son][—voice], *[-voice], *[+son]

g. *[-son][+Vvoice] 0.841 | *[-son][—voice], *[+son][+voice], *[+voice], *[—son]

h. *[-son][—voice] 0.094 | *[-son][+voice], *[+son][—voice], *[-voice], *[-son]

i. *[LAB, +voiceg] 0.425 | *[LAB, —voice], *[COR, +voice], *[DORS, +voice], *[LAB],
*[+voice]

j- *[LAB, —voice] 0.633 | *[LAB, +voice], *[COR, —voice], *[DORS, —voice], *[LAB], *[-
voice]

k. *[COR, +voice] 0.500 | *[COR, —voice], *[LAB, +voice], *[DORS, +voice], *[COR],
*[+voice]

[. *[COR, —voice] 0.443 | *[COR, +voice], *[LAB, —voice], *[DORS, —voice], *[COR], *[-
voice]

m. *[DORS, +voice] 0.608 | *[DORS, —voice],*[LAB, +voice], *[COR,+voice], *[DORS],
*[+voice]

n. *[DORS, —voice] 0.371 | *[DORS, +voice], *[LAB, —voice], *[COR,~voice], *[DORS], *[-
voice]

0. *[+voice] unlessLAB 0.568 | *[—voice] unless LAB, *[+voice] unless COR, *[+voice] unless
DORS,
*[ ] unless LAB, *[+voice]

p. *[-voiceg] unless LAB 0.388 | *[+voice] unless LAB, *[-voice] unless COR, *[-voice] unless
DORS,
*[ ] unless LAB, *[—voice]

g *[+voice] unless COR 0.521 | *[-voice] unless COR, *[+voice] unless LAB, *[+voice] unless
DORS,
*[ ] unless COR, *[+voice]

r. *[-voice] unless COR 0.513 | *[+voice] unless COR, *[-voice] unless LAB, *[-voice] unless
DORS,
*[ ] unless COR, *[—voice]

s. *[+voice] unlessDORS | 0.453 | *[-voice] unless DORS, *[+voice] unless LAB, *[+voice] unless
COR,
*[ ] unless DORS, *[+voice]

t. *[-voice] unlessDORS | 0.556 | *[+voice] unless DORS, *[-voice] unless LAB, *[-voice] unless
COR,
*[ ] unless DORS, *[—voice]

u. *[LAB] 0.541 | *[COR], *[DORS]

v. *[COR] 0.466 | *[LAB], *[DORS]

w. *[DORS] 0.491 | *[LAB], *[COR]

X. *[]unlessLAB 0.459 | *[ ] unless COR, *[ ] unless DORS

y. *[] unless COR 0.534 | *[ ] unless LAB, *[ ] unless DORS

z. *[] unlessDORS 0.509 | *[ ] unless LAB, *[ ] unless COR

aa. *[+voice] 0.519 | *[—~voice]

bb. *[—voice] 0.481 | *[+voice]

CC. *['H’IEGd] (undeter *[_nasa|]

mined)
dd. *[-nasal] (undeter | *[+nasal]
mined)
ee. *[+3)n] (undeter *[_g3n]

mined)
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ff. *[—son] (undeter | *[+s0n]
mined)

Here is an example of how effectiveness was computed for individua condraints. The
congraint *[L AB, —voice] bans[p]; this ban is phoneticaly natura (for reasons dready given)
and would thus be expected to have a reasonably high effectiveness value. | repest the phonetic
map below, this time with letters a-x, permitting reference to the entries:

(15) p t Kk b d g
[—son] a 7|b O0O|c O0]|d 43| e 50| f 52
# g 10| h O]t O|j: 23|k 27|1. 35
[+son,—nas] m 45| n 28 (o 15| p: 10| g 20| r: 30
[+nas] s. 155t 135 [ uw 107 |v: O|w O|x O

*[LAB, —voice] bans the shaded region of the map. If it isto be effective, then pairwise
comparisons between banned cells and unbanned ones should predominantly come out with the
banned cdlls being more difficult. Hereisthe outcome; “>* means*“is harder than”:

(16) a Correct Predictions. 50 b. Incorrect Predictions. 29
a > b,ch,i,v-x a < di,j-l,nr,tu
g > bychi,v-x g < dif,j-I,n0,qrtu
m > b,c,d, hl, nr, v-x m < ef,tu
s > b, hl, nor, t-x S < (none)

The computed effectiveness vaue is 50/(50 + 29), or .633, which iswhat was listed in (14)).

Theneghborsof *[L AB, —voice] that have equal or lesser complexity are listed below
with thelr effectiveness values

(17) | Congraint Effectiveness | Judification for neighbor status
*[LAB, +voice] 0.425 switch vaue of [voice]
*[COR, —voice] 0.443 switch value of PLACE
*[DORS, —voice] 0.371 switch value of PLACE
*[LAB] 0.541 delete [+voice]

*[—~voice] 0.481 delete [LAB]

Since*[LAB, —voice] a .633 exceeds dl of its neighborsin effectiveness, the definition (12)
designatesit as phonetically grounded with respect to the phonetic map (13).

Repesting this procedure, we find that the congraints listed in (18) emerge as phoneticdly
grounded. In the chart below, | give some mnemonic labels, often embodying a particular effect




Phonetically-Driven Phonol ogy p. 20

that a congtraint might have. However, the reader should bear in mind that in Optimaity Theory
the empirica effects of acongdraint can range much more widely than the label indicates; see for
example Pater (1995, 1996).

(18)| Congraint Effectiveness | Characteridtic Effect
a. *[+nasd][—voice] 1.000 postnasal voicing
b. *[+son][—voice] 0.861 postsonorant voicing
C. *[-son][+voice] 0.841 postobstruent devoicing
d. *[-nasdl][+voice] 0.701 postora devoicing
e. *[LAB, —voice] 0.633 *P
f. *[DORS, +voice] 0.608 *g
g. *[+voice] unlessLAB 0.568 /bl isthe only voiced stop
h. *[-voice] unlessDORS 0.556 /k/ isthe only voicdess siop
i. *[LAB] 0.541 *|abids
j. *[ ] unless COR 0.534 COR isthe only place
K. *[+voice] 0.519 voicing prohibited

The other condraints are designated by the agorithm as not grounded, because they are
not loca effectiveness maxima:

(29)| Congraint Effectiveness | Characterigtic Effect
a. *[+voice] unless COR 0.521 /d/ isthe only voiced stop
b. *[-voice] unless COR 0.513 1t/ isthe only voiceless sop
C. *[ ] unlessDORS 0.509 DORSisthe only place
d. *[COR, +voice] 0.500 *d
e. *[+son][+voice] 0.500 postsonorant devoicing
f. *[DORS] 0.491 *dorsals
g. *[~voice] 0.481 voicing obligatory
h. *[COR] 0.466 *coronas
I. *[]unlessLAB 0.459 LAB isthe only place
j. *[+voice] unlessDORS 0.453 Ig/ isthe only voiced stop
k. *[COR, —voice] 0.443 *t
l. *[LAB, +voice] 0.425 *b
m. *[—voice] unless LAB 0.388 /p/ isthe only voiceless stop
n. *[DORS, —voice] 0.371 *K
0. *[-nasdl][—voice] 0.357 postora voicing
p. *[-son][—voice] 0.094 postobstruent voicing
g. *[+nasd][+voice] 0.000 postnasa devoicing

The neighbor congtraint that “defeats’ each of (19) may be determined by consulting chart (14).
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Lastly, there are four congtraints (*[+nasdl], *[-nasdl], *[+son], and *[-son]) for which the
agorithm makes no decision, since the map of (13) does not bear on their satus. These
congraints were included smply to provide neighbors for the truly rdevant congraints. |
assume they could be evauated by a more comprehensive map.

Did the smulation work? If the map in (13) isvaid, and if languages adopt only grounded
congraints, then the constraints of (18) should be empiricdly attested, and those of (19) not.

(@ The“finest” grounded congraint, with effectivenessvdue 1, is (183), [+nasal][-voice].
This condraint isindeed widdy attested, with noticesble empirica effectsin perhaps 7.6% of
the world' s languages (estimate from Hayes and Stivers, in progress). Voicing in sonorant-
adjacent positions ((18b), *[+son][—voice]) and devoicing in obstruent clusters ((18c), *[—
son][+Vvoice]) isdso quite common.

(b) The chart dso includes dl the characterigtic place-rdated voicing patterns. the bans on
fronter voiceless stops and on backer voiceless ones (18e-h).

(c) Two of thesmpler condraints, (18i) *[L AB] and (18)) *[ ] unless COR, do play a
rolein phonologies (see Rood 1975 and Smolensky 1993), but their appearance in the chart is
probably accidental. The phonetic map used here is suitable only for testing congtraints on
obstruent voicing, not place inventories. A legitimate test of the congiraints that target place
would require amuch larger phonetic map.

(d) Likewise, the blanket ban on voicing ((18k)* [+voice]) makes sense only if one
remembers that the map (18) only compares obstruents. Since voicing in sonorantsis very
easy, itislikely that in afuller smulation, in which the map included sonorants, the congraint that
would actudly emergeis* [-sonorant, +voice]. Thisiswell atested: for example, 45 of the
317 languages in Maddieson’s (1984) survey lack voiced obstruents.

(e) The only non-artifactua congtraint designated as grounded that probably is not
legitimate is (18d), [-nasal][+Vvoice], which would impose devoicing after ord segments. It has
been suggested by Steriade (1995) and others that [nasdl] is a privative feature, being employed
in phonologica representations only to designate overt nasdlity. If thisis o, then [—
nasal][+voice] would not gppear in the candidate st.

(f) We can dso consder the condraints of (19), which emerge from the smulation
designated as not grounded. My impression, based on my own typologica experience, is that
these condtraints are indeed rare or unattested in actua languages. Obvioudy, careful
typologica work would be needed to affirm this conclusion.

I would conclude that the inductive grounding procedure, gpplied in this narrow domain,
does indeed single out the phonologicaly-stated congraints that match typology. It isinteresting
that some of the congtraints (for example (18e) *[L AB, —voice]) do not record extremely high
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effectiveness scores, but are neverthdess fairly well attested (19 languages of the 317 in
Maddieson (1984) show astop gap & [p]). This suggests, as before, that forma symmetry,
and not just phonetic effectiveness, plays arole in congtraint cregtion.

11. The Remainder of the Task of Phonological Acquisition

Above | have outlined a procedure that, equipped with full-scale phonetic maps, could
generate large numbers of grounded condraints. What are we to do with them, in order to
obtain actud grammars?

In Optimaity Theory, the answver issmply: rank them. Tesar and Smolensky (1993,
1995, 1996) have demondtrated an agorithm, called Congtraint Demoation, that ranks
condraints usng input deta, with high computationd efficiency. | suggest thet the
promiscuoudy-generated congtraints from inductive grounding could smply be fed into the
Congraint Demation dgorithm. The dgorithm will rank afew of them high in the grammar, the
great mgority very low. In Optimdity Theory, acondraint thet is ranked low enough will
typicaly have no empiricd effectsat dl. Thus, the Congraint Demotion agorithm can weed out
the congraints that, while grounded, are ingppropriate for the language being learned.

The combined effect of inductive grounding and the Condraint Demotion agorithmisin
principle the condruction of alarge chunk of the phonology. The further ingredients needed
would be condraints that have non-phonetic origins. Theseinclude: () the Faithfulness
condraints; these perhaps result from their own inductive procedure, applied to the input
vocabulary; (b) functionally-based condraints that are not of phonetic origin: for example,
rhythmically-based congraints (Hayes 1995), or congraints on paradigm uniformity.

Moreover, the child must aso learn the phonologica representations of the lexicon, atask that
becomes non-trivid when these diverge from surface forms (Tesar and Smolensky 1996). Even
30, | believe that getting the phonetic congtraints right would be a large step towards phonology.

12. Acquisition Evidence

The above discussion was entirely forma in character, attempting to develop an abgtract
scheme that was a least explicit enough to be confronted with actua data. But what of redl
children? Isthere any evidence tha they can generate formally symmetrical congtraints from
their own phonetic experience?

In congdering this question, | will refer to avery subgstantid research tredition in
phonologica acquistion. To summarize the results quickly and in inadequate detall, it gppears
that the following hold:

(@) Children’s perceptions are well ahead of their productions (Smith 1973; Braine 1974:
284; Ingram 1989: 162-8; Eimas 1996: 32). Although in certain cases (Macken 1980a, 1995)
achild’ s errors can be shown to be the result of misperception, there is strong evidence that
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children can internaize many adult-like lexical formsthet are neutrdized only in their own
productions.

(b) Children naturally develop procedures to reduce the complexity of adult formsto
something they can handle with their limited articulatory abilities. These procedures frequently
develop sufficient regularity thet it is reasonable to refer to them as the child’'s own phonology;
that is, a phonology that servesto map adult surface forms (or perhaps something deeper) into
child surface forms.

(c) The phonology of children is elaborate beyond what is required to reduce the child's
gpeech to something easily pronounceable. For example, Amahl, the subject of Smith (1973),
developed aremarkable form of “labidity flopping,” whereby the labidity of the /w/ in (for
example) /kwi:n/ ‘queen’ migrated rightward, surfacing on the fina consonant and converting it
to/mv: [gizm]. Anocther extraordinary migration (string: ['trins]) is documented by Hamp
(1974).

(d) Lastly, children’s phonologies are to afair degree specific to the individua child
(indeed, to aparticular child a a particular phase of acquigtion). Thereisno such thing as
“English infantile phonology”; only the phonologies created by particular children.

These results, which | take to be rdatively uncontroversid, lead to the conclusion
(Kiparsky and Menn 1977; Macken 1995) that to some degree, phonology is not merely
learned by children, but is to some extent also created by them

Let us assume, following Gnanadesikan (1995), Pater (1996), and others, that the child's
persona phonology is Optimdity-theoretic, and consider some of the congtraints that children
have created.

(@ Amahl Smith, at age 2 years, 60 days, rendered al stops (irrespective of underlying
form) as voiceless unaspirated lenisinitidly, voiced in media postion, and voicdessfindly; thus
['bebu] ‘table, [at] ‘hard’, ['wa:gin] ‘working'. Plainly, such redlizations cannot have been an
imitation of adult speech; they were Amahl’s own invention. Equdly plainly, the congraints
Amahl adopted have ared role in the phonology of languages other than English; consider for
ingtance the voicing of intervocalic stopsin Korean, or the devoicing of find stopsin German.
Finaly, as noted above, Amahl’ s congtraints render articulation easier, by imposing the default
values predicted on aerodynamic grounds.

(b) Amahl also required every consonant to be either prevocaic or find, so he produced
no consonant clusters. The phonetic naturalness of such a pattern has been argued for by
Steriade (1997); and it has been observed in adult language in the phonology of Gokana
(Hyman 1982, 1985).
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(c) Children who impose gaps in their stop inventories at [p] or at [g], contrary to adult
input, are described by Ferguson (1975) and Macken (1980b). These gaps are analogous to
the gaps of adult languages noted in section 6.2. They are phoneticaly natural, and indeed are
predicted by the phonetically grounded congraints (18ef) derived in the smulation above.

(d) Both Ferguson (1975: 11) and Locke (1983: 120) report cases of children who
(againgt input evidence) require dl postnasal obstruentsto be voiced. Again, thisis phoneticaly
natural, derived under my smulation (18a), and typologicaly commonplace.

In al of these cases, the point to observe isthat children have the capacity to obtain
congraints that are phoneticaly grounded, formaly smple, and not available from the ambient
language data. | conclude that a good case can be made that children redly do have a means of
fabricating congtraints that reflect phonetic naturalness, perhaps by
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something like the method of inductive grounding laid out above™

To conclude this section, we must complete the explanatory chain by establishing
gppropriate links between child-innovated congraints and adult phonology. There are two

posshilities.

Firg, thereisthelink of learnability: it ispossble that the child's search for the adult
grammar is aided by the child's hypothesis that the adult grammar will contain grounded
congraints. Thus, in principle, the ability to access the set of grounded constraints could speed
acquisition, though | think it would be hard at present to obtain serious evidence on this point.

Second, there isthe diachronic link. Suppose that certain congtraints fabricated by
individua children manage to survive into the adult peech community, perhaps by being
adopted in a peer group of young children.” Thiswould account for the characteristic
naturalness and forma symmetry of adult congtraints, without positing that naturanessisa
criterion for learnability.

Either of these hypotheses would account for the characteristic appearance of grounded
congraintsin adult grammars™®

'® Thisis not to say that all children’s constraints are the same as adults . For example, the
dower tempo of child speech (Smith 1978) means that children escape the phonetic difficulties of
“antigemination,” which have been explained phonetically by Locke (1983: 174) and Odden (1988:
470). For this reason, children can indulge in widespread consonant harmony, which the
antigemination effect rules out for adults. The lesser articulatory skill of children is probably the
cause of frequent stop-for-fricative substitutions; adults, who are more skillful but in a bigger
hurry, tend instead toward lenition, with intervocaic spirantization. | assume that as children come
to speak faster and with greater articulatory control, their phonetic maps change, with an
accompanying shift towards adult-like constraints. For further discussion of thisissue, see Locke
(1983) and Macken (1995).

" The reader, who almost certainly spesks a normatively-imposed standard language, might
find this counterintuitive, unless (s)he remembers that most languages are colloquial, non-standard
varieties. AsHock (1986: 466-7) remarks, nonstandard languages change quite a bit more rapidly
than standard ones. | would conjecture that this is because they suppress the innovations of
children with considerably less force. The abundance of non-standard English dialects that
replace [0,0] with [f,v] or [t,d] (both norma childhood substitutions) is a good illustration. Given
that such dialects are geographically remote from each other, it seems very likely that these
substitutions are childhood inheritances (Wells 1982: 96-7).

18 The indebtedness of this whole section to the work of Stampe (1972) and Donegan and
Stampe (1979) should be clear. The approach | have taken could be viewed as an attempt to
extend Stampe and Donegan’ s work, making use of Optimality Theory to establish a more direct
connection between phonetics and child phonology. In Optimality Theory, one need merely
specify in aconstraint what is phonetically hard, with the Faithfulness constraints determining
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13. Innate Knowledge

Lurking in the background of much of this discusson isabelief widely held by forma
linguigts: that much (most?) of linguigtic structure is Specified innately, and does not have to be
learned by any procedure at dl. For Optimality Theory, it is suggested (for example) by Tesar
and Smolensky (1993: 1) that dl the congtraints might be innate, so that the creetion of grammar
in the child would largely reduce to the task of ranking these dready-known congraints. To the
contrary, | have been assuming that congtraints need not necessarily be innate, but only
accessible in some way to the language learner, perhaps by inductive grounding.

On thewhole, it is very hard to make this issue an empirical one. | know of two sources of
facts that might bear on the question.

Fird, there are phonetically grounded congtraints that govern uncommon sounds. Among
these are the congtraints discovered by Steriade requiring postvocalic postion for retroflexes
and for preglottalized sonorants. In Maddieson’s (1984) survey, only 66 of the 317 languages
sampled had retroflexes, and only 20 had laryngedlized sonorants of any sort. Similarly,
implosives and gectives display place asymmetries much like the place asymmetries for voiced
and voicdess stops, repectively (though more robust), and have smilar aerodynamic
explanations (see Maddieson, Chap. 7, and references cited there). Implosives occur in only
32 languages of the Maddieson sample, gectivesin 52.

If the proto-stages of human language likewise seldom deployed retroflexes, preglottaized
sonorants, implosives, and g ectives, then during most of the period for the evolution of
language, there can have been little sdlectional pressure to deploy these sounds in any particular
way. Thereis no sdective advantage to possessing an innate congtraint on the distribution of
retroflexesif the language you are learning doesn’'t have any. From the viewpoint of inductive
grounding, in contrast, such congraints are unproblematic.  children can obtain the phonetic
maps necessary for acquiring them from the practice they obtain in imitating an ambient language
that happens to have the relevant sounds.™

A very different source of evidence on the innateness question comes from Locke and
Pearson (1990). These authors studied a child who was deprived of articulatory practice for
part of her infancy because of atemporarily-ingtdled trached tube. What they found suggests
that learning through phonetic self-exploration may indeed be important to acquisition, asthe

what particular “fix” is adopted to avoid phonotactic violations. In contrast, Natural Phonology
requires a massive proliferation of processes, each needed to characterize one particular strategy
for avoiding phonetic difficulty.

19 This paragraph presupposes that any innate principles of language did arise by natural
selection. For defense of this view, and criticism of the adternative possibilities, see Pinker and
Bloom (1990) and Dennett (1995).
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child they studied was delayed consderably in phonologica acquisition once the tube was
removed. Locke and Pearson are cautious in interpreting this result, but in principle such
research could provide serious empirical data on the question of the innateness of phonetic
congraints.

14. Ungrounded Congtraints

It has often been emphasized that alanguage s phonologica structureis not dways
sensble. A language may have a system that is synchronicaly odd, as aresult of a conspiracy
of higtorical circumstances such as borrowing, or a peculiar sequence of changes, each one
natural (Bach and Harms 1972; Hayes 1995: 219-21).

One possible example comes from Northern Itaian, which shows the rather odd pattern of
voicing /9 intervocdicaly but not postnasdly. The pattern is productive, as Baroni’ s (1996)
recent testing indicates. The sequence of eventsthat gave rise to this pattern hitorically was
(@) loss of dl nasds before / (early Romance); (b) intervocalic /9 voicing; (c) reintroduction of
Ind sequencesin learned borrowings from Latin, pronounced faithfully to the Latin origina
(Maiden 1995; 14, 63, 76, 84). Whileit is not clear whether purdly-intervocaic voicing is
grounded (in my simulation, it depends on the feature system used), nevertheless the Northern
Italian phenomenon does seem somewhat peculiar in light of the paitern of phonetic difficulty
involved.

A perusa of Maddieson (1984) will show anumber of stop systems that have gaps at
places other than the expected *[p] and *[g]. Although Ohala (1983) suggests additional
factors that may influence voicing-gap patterns, it appears likely that many of these sysems are
aso accidents of history, and must be attributed to ungrounded congtraints.

Two points seems worth making about ungrounded condraints. Firs, if grammars redly
do permit them, then they must have some source. | would conjecture that the sourceis
induction, in this case not over the learner’ s phonetic experience but over the input data:
eventudly, the child figures out such condraints from negative evidence, that is, from systemdtic,
consstent, long-term absence of a particular structure in the input data. Such congtraints would
be the rough andogues in the present theory of Stampe’s (1973) ‘rules, as opposed to the
grounded congtraints, which correspond roughly to Stampe's * processes .

Second, if the ditinction between inductively grounded condraints (learned from interna
experience) and learned congtraints (learned from gapsin input data) is true, then it should be
detectable. Here are some possible ways to detect it:

(@ Children who innovate congraints in their own speech should never innovate an
ungrounded congtraint.
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(b) In principle, grounding could influence intuitive judgments. For ingtance, Donca
Steriade has point out in lectures that in English, hypothetical forms like [rtap], with agross
sonority violation, sound much worse than forms like [ktap], with alesser violaion. Thisis
despite that fact that neither form occursin the English input data. | would conjecture that the
difference in judgment hasits originsin the phonetic naturadness of the two configurations. By
way of contrast, we might expect purely learned, ungrounded congtraints to provide judgments
related to the lexicon; that is, to the degree to which the child’ s input judtifies the inductive
conclusion that a particular segment or sequence is absent.

(c) Borrowed words might also provide evidence: new borrowed phonemes and
sequences should be more easily pronounced if they merely violate arbitrary learned congtraints
than if they violate phonetically grounded ones®

What emerges here is that, while the existence of ungrounded congtraints makes it harder
to test atheory of phonetic grounding, it does not make it impossible.

15. Consequences of Inductive Grounding for Feature Theory

A mgor line of evolution in feature theories (traceable, for example, through Jakobson,
Fant and Halle 1951, Chomsky and Halle 1968, and Sagey 1986) has been one of increasing
phonetic literalism: the festures have gradualy come closer to depicting what is going on in
the mouth during speech. Autosegmenta representations, which permit an idedlized depiction of
the timing of individua articulators, increase the degree of literdism.

In one sense, this has been a positive development:  since phonology is mostly phoneticaly
grounded, formd representations that include a more precise depiction of the phoneticswill do
better in many cases than those that do not. However, | believe that detailed consderation of
various cases indicates that the “ phonetic literdist” research program for feature theory has not
redly achieved itsgods. Inductive grounding suggests what may be a better direction for
feature theory to follow.

The problem isthat phoneticsis very complicated, and involves physica and perceptua
sysemsthat interact in many ways. Ordinary phonologica representations, even those designed
with an eye on phonetic form, are smply not rich enough to characterize dl the things that can
happen (Flemming 1995).

Perhgps the plainest example of thisis the mechanism of posthasd voicing, investigated by
Hayes and Stivers (in progress). Hayes and Stivers suggest that the widespread preference for

2 A frustrating interfering factor here is that the adult speakers have had massive practice,
for years, in pronouncing precisely the sounds of their language. Presumably, this has substantial
effects on their phonetic maps.
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postnasal voicing follows from a quite eaborate set of contraposed phonetic tendencies. Firs,
obstruents tend to voice in nasal- adjacent position because nasd's induce on them a dight,
coarticulatory nasal “legk,” a aleve that does not render obstruents perceptudly nasd, but
does encourage voicing by venting ora pressure. Second, a peculiar tendency of the velum to
rise while the velar port is closed during a nasal-to-obstruent transition (and correspondingly,
fal while closed in obstruent-to-nasal trangitions) produces akind of “velar pumping,” which
yidds an anti-voicing effect in obstruent + nasal sequences (thus negating the voicing effect of
nasal leek) but a pro-voicing effect in nasal + obstruent sequences (reinforcing the nasal lesk
effect). Putting these effects together (and modding them quantitatively), Hayes and Stivers
predict specificdly post-nasd voicing, which is what agrees with typology.

In principle, the highly detailed and specific phonetic effects sudied by Hayes and Stivers
could be encoded in the phonology: spreading principles would depict the coarticulation, and
specid new features would depict the resulting aerodynamic effects. With such features, the
congraint againgt postnasa voi celess obstruents would come out as something like (20):

(20) * | —sonorant
—-voice
+minor nasa leak
+rarefactive velar pumping

But the last two features in (20) are hopeless as members of a phonological festure inventory,
asthey play norole a dl e sawhere in phonology: they define no naturd classes, do not spreed,
and are completely redundant.

Inductive grounding covers the ban on postnasa voice essness by addressing a phonetic
map, as shown above. The featuresit usesin formulating and scanning the map ([voice],
[nasdl], and [sonorant]) are dmogt totaly uncontroversid, being pervasively relevant to many
aspects of phonology. Moreover, inductive grounding accounts for why nasd-adjacent voicing
of obgtruentsisadwaysin post-nasa position, never prenasal. As Pater (1996) notes, thisisa
congpicuous gap in the recent analysis by Ito, Mester, and Padgett (1995), which treats the
phenomenon as voicing spread.

Consder another arealin which phoneticdly literdist festure theory fails. phonologica
assmilations that have more than onetrigger. For example, Hyman (1973) notes various tond
rules in which a H(igh) tone becomes L (ow) or risng (LH) after the sequence L-toned vowel +
voiced obstruent. In such aprocess, both the L tone and the voiced obstruent must be
consdered as factors contributing to the change, as each one often triggers the lowering effect
by itsdf in other languages. To my knowledge, thereis no featura account that covers “two-
trigger” phenomena, because the autosegmenta theory of assmilation only dlowsasngle
trigger to spread its feature vaue onto the target.
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Inductive grounding appears to be a more promising approach here, because phonetic
effects can be additive. A H toneis harder to produce after a voiced obstruent (for the
phonetics, see Ohda 1978 and Hombert 1978); it is dso harder when the preceding vowel isL;
and it ishardest of dl when both environments are present. Thus inductive grounding would
plausbly sngle out the crucid congraint in (21) as grounded:

2)*V | C \Y;
—-son
+Vvoi

L H

Two-trigger processes in phonology are quite common: typica examples are intersonorant
voicing and intervocdic lenition (Kirchner, in progress).

The upshot of this discusson isthis: it would be a mistake for phonologists to continue to
formulate feature theory by attempting to construct Smple schematic representations capable of
mirroring the extremely complex behaviors of phonetics. Thisisnot redly afeasible task, and
inductive grounding provides a more redidtic dterndive.

What is the right direction for feature theory, then? A better gpproach, | think, isto
congtrue the feature system as describing how the language learner/user categorizes
phonologica form. The phonetic experience that must be entered into phonetic maps is
extremely variegated; so for amap to be a al coherent or useful, the experience must be sorted
into salient phonologica categories. | believe that features form the basis of these categories.
The categories of feature theory are o what serve as the raw materid for the congtraints that
are tested againg the phonetic maps. In principle, afeature inventory that is not especidly
literdist would, because it is smdl, reduce the hypothesis space that must be considered in the
fabrication of congraints by inductive grounding, and thus render the search for effective
condraints more feasible.

Asfor what research strategy would confirm particular condraints. the crucia diagnosgtic
would be based on a property of constraints covered above in section 6.2, namely their
tendency to be formaly symmetrical at the expense of closefit to the phonetics. It is precisely
when congraints deviate in minor ways from perfect grounding that we can infer that formal
symmetry isplaying arole. The features can be justified by whether they capture the necessary
forma symmetry. Thus, for example, even though the phonetic mechanisms needed to produce
avoiced intervocaic stop in Korean are not exactly the same for al the Korean places of
articulation, the fact that dl of the places participate in pardld in an intervocalic voicing process
suggests that [voice] is an authentic phonologica feature of Korean. | would expect that most
of the rlatively uncontroversid current features, such as [corondl], [round], [nasdl], and [back],
could be judtified in thisway.
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16. Local Conclusions

To sum up the main content of this paper: | have suggested, following much earlier work,
that phonologica condraints are often phonetic in character. They are not phonetics itsdf, but
could in principle be “read off” the phonetics. Most of what | have said has been an effort to
specify what this “reading off” could consst of.

The hypotheses consdered have been, in increasing order of specificity: (a) Learners
extract phonologica congraints from their own experience; (b) In congtructing congraints,
learners execute a trade-off between phonetic accuracy and forma smplicity; (c) Learnersgo
through the logica space of possible phonologica congraints, seeking local maxima of good
phonetic fit, and at each point comparing candidate congraints only with rivas of equa or
gregter smplicity.

| have further suggested that the data of child language support the view that children can
and do cregte congtraints by inductive grounding, and made suggestions regarding how festure
theory might work under an inductive grounding approach.

17. General Conclusions

In principle, the gpproach taken here to functiona factorsin language is gpplicable
esewherein linguigics. The basic idea has been that functiond factors are represented
indirectly: they enter in at the leve of language design, leading to the congtruction of forma
grammars that are functionaly good, with a bias toward forma symmetry. | have posted that
the functiona factors make themsdlves apparent in “maps,” compiled from the experience of the
language learner. Inductive grounding creates congraints that reflect the functiond principles, in
away that is somewhat indirect, due to their forma character. Findly, congtraint ranking molds
the raw st of condraintsinto afull and explicit grammar. If the approach of Optimdity Theory
is correct, such grammars will do full judtice to the amazing intricacy of linguistic phenomena

If thisview of thingsis right, there are a number of things we should expect to find in the
linguidtic deta.

Fird, grammar should emerge rather condstently as functionaly good. In the area of
phonology, | am encouraged in this respect by my reading of the literature cited in section 4: by
conggently examining their datawith the question “why” in mind, the authors of thiswork have
been able to expand consderably the domain of phonologica facts that have plausible phonetic
explanations.

Second, we should find that functional goodness gppears in grammar not directly, but
mediated by grammeatica condraints, with a strong bias toward forma symmetry.
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Third, we should find a pervasive role for violable grammatica congraints, as Optimdity
Theory claims, snce congraints based on functiond principles have no a priori damto
inviolability.

Asnoted earlier, very little in what is assumed here need be posited as innate knowledge.
In principle, only the procedure for inductive grounding and the mechanisms of Optimdity
Theory itsdf need be innate, the rest being learned. But | annot a dl a priori opposed to
positing that parts of grammar and phonology are genetically encoded. Thisview seems
especidly cogent in domains of grammar that abound in “projection puzzles’ (Baker 1979).

However, | do have a suggestion regarding research strategy: arguments for innate
principles can only be made stronger when inductive adternatives are addressed and refuted.
By this| mean both induction from interna ly-generated maps, as discussed here, and dso
ordinary induction from the input data. \When induction has been explicitly shown to be
inadequate, innateness is left in a much stronger postion asthe only non-mysticd dternative.

18. Coda: “Good Reductionism” in Linguistics

Dennett (1995) has recently written abook that combines an excdlent tutorid in
evolutionary theory with interesting discussion of the relaionship of evolution to cognitive
science. Dennett suggests that an appropriate stance for a cognitive scientist to take isaform of
“Good Reductionism,” which may be characterized asfollows:

(@ Good Reductionism acknowledges the wonderful richness and complexity of cognitive
phenomena, and thus is the opposite of the trividizing “ Greedy Reductionism.”

(b) Good Reductionism takes engineering, not physics, as its physicd-science modd. The
reason is that natura sdection tends to produce incrementally-engineered solutions, rather than
proceeding with bold, fundamenta moves.

(c) But on rare occasions, natura selection produces a “crane,” a particular trick that can
make the gpparently-miracul ous phenomena of biology emerge from mundane origins. Examples
of cranes include the “Baldwin Effect,” described by Dennett (1991: 184-7; 1995: 77-80); or
sexua reproduction (Dennett 1995: 323).

(d) Cranes are opposed by Dennett to “ skyhooks,” which explain the apparently
miraculous by positing actud miracles. Skyhooks are obvioudy scientificaly ingppropriate, but
have been proposed by scientists surprisingly often, he claims.

The approach taken here might be construed as an attempt to engage in Good Reductionist
phonology, steering between the twin perils of reckless Skyhook Seeking and head-in-the-sand
Greedy Reductionism. The two cranes | have posited are Optimality Theory and inductive
grounding. These, and only these, must be assumed to be innate. Elsewhere, the approach has
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been incrementdist: the god isto recongtruct the miraculous complexities of phonologica
sysemsincrementdly, usng materids that are directly accessble to the language learner.

The gpproach proposed isformaist in that it seeks to attain utterly explicit and complete
phonologica description. It isfunctionaist in that it seeks to obtain much of the content of
phonology from externd, functiond principles, by means of inductive grounding. What emerges,
| hope, is somewhat different from what has dominated either traditional formaist or traditiond
functiondig thinking.
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