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puzzles 1
Incremental interpretation
Acquisition

(Chambers et al., 2004)

‘Pour the egg (that’s) in the bowl over the flour’

Q1 How are utterances interpreted ‘incrementally’?
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puzzles 1
Incremental interpretation
Acquisition
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tb2: ≈40% words unique, 75% bigrams, 90% trigrams, 99.7% sentences

⇒ most sentences heard only once

Q2 How are linguistic abilities acquired from available evidence?
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method
Performance models from zero
Performance models from grammar

If words are encountered that necessitate other syntactic heads to form a
grammatical sentence, then these categories are also predicted, and an
additional memory load is incurred. For example, . . . at the point of
processing the second occurrence of the word “the”. . .

S

NP

NP

Det

the

Noun

reporter

S’

Comp

thati

S

NP

Det

the

Noun

senator

VP

Verb

attacked

NP

ei

VP

Verb

admitted

NP

Det

the

Noun

error

there are four obligatory syntactic predictions: (1) a verb for the matrix

clause, (2) a verb for the embedded clause, (3) a subject noun for the

embedded clause, and (4) an empty category NP for the wh-pronoun

“who.” (Gibson, 1998, pp.13-14)
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method
Performance models from zero
Performance models from grammar

Awe get evidence of recognition mechanisms, and of how

learners generalize, from what we find in languages

we don’t need to start from zero

. . . processing can be seen as the rapid incremental satisfaction of gram-

matical constraints. . . which are needed independently (Weinberg’00)

seek broad solutions with convergent evidence

Rational arguments about two theories’ comparative success. . . depend

on a broad assessment of their properties; lacking that, such discussions

not infrequently descend into the cherry-picking of isolated favorable and

unfavorable instances. (Prince’07)
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puzzles 2
Universal 20 etc
Syntactic doubling
summary

(Greenberg 1966; cf Cinque 2005, Abels&Neeleman 2006)

D Num A N 1234 4123 4321 *4213

(Koopman & Szabolcsi 2000) Verbal complexes in Hungarian

V1 V2 M-V3 123 321 132 *213

Q3 Why are some constituent orders unattested across languages?
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puzzles 2
Universal 20 etc
Syntactic doubling
summary

Japanese (Potts et al ’07):

yomu koto wa yon-da
read nom part read-pst

’I read (but didn’t necessarily understand)’

Yoruba (Kobele ’06): copies of copies predicted in embedded relatives

Ri-ra adie ti Jimo ra adie
buying chicken rel Jimo buy chicken

‘the fact that Jimo bought chicken’

Coll. Icelandic (Barbiers ’07)

Um havð eruð Þið að tala um?
about what are you to talk about

‘What are you talking about?’

Q4 What kind of grammar model makes copying a natural option?
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puzzles 2
Universal 20 etc
Syntactic doubling
summary

Q1 How are utterances interpreted ‘incrementally’?

Q2 How is that ability acquired, from available evidence?

Q3 Why are some constituent orders unattested across languages?

Q4 What kind of grammar makes copying a natural option?

we don’t need to start from zero

frame explanations supported by convergent evidence

(instead of starting from zero, let’s start from a family of grammars)
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grammars 〈Lex,Mrg〉
Examples
Precise definitions G = 〈Lex, {em, im}〉
Metatheory: convergence!

first ‘minimalist’ grammars (MG)

NOT:
DP

D′

D

the

NP

N′

N

idea

NOT:
the

the idea

But:
<

the:D idea

The < “points toward” the head of the phrase.
The largest subtree with a given head is a maximal projection.
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grammars 〈Lex,Mrg〉
Examples
Precise definitions G = 〈Lex, {em, im}〉
Metatheory: convergence!

Practice

>

<

1 >

2 <

3 4

>

<

5 6

>

7 <

8 9
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grammars 〈Lex,Mrg〉
Examples
Precise definitions G = 〈Lex, {em, im}〉
Metatheory: convergence!

every,some,student,... (vocabulary)

C, T, D, N, V, P,... (categories)

=C, =T, =D, =N, =V, =P,... (selectors)

+wh, +case, +focus,... (licensors)

-wh, -case, -focus,... (licensees)

Examples: Marie::D
who::D -wh
praises::=D =D V
ǫ::=I +wh C

These lexical items combined by merge. . .
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grammars 〈Lex,Mrg〉
Examples
Precise definitions G = 〈Lex, {em, im}〉
Metatheory: convergence!

External merge (em) complements on right, additional selected
elements on left

praises::=D =D V + Pierre::D ⇒ <

praises:=D V Pierre

<

praises:=D V Pierre

+ Marie::D ⇒ >

Marie <

praises:V Pierre

(2 features deleted, and :: in lexical items changes to : in derived structures)
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grammars 〈Lex,Mrg〉
Examples
Precise definitions G = 〈Lex, {em, im}〉
Metatheory: convergence!

Internal merge (im) in a tree whose head has first feature +f,
move maximal -f subtree specifier position:

<

ǫ:+wh C >

Marie <

praises <

which:-wh student

⇒ >

<

which student

<

ǫ:C >

Marie <

praises

(SMC) im applies only when exactly 1 head has -f first feature
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grammars 〈Lex,Mrg〉
Examples
Precise definitions G = 〈Lex, {em, im}〉
Metatheory: convergence!

example grammar:

0 Pierre::D who::D -wh 4

1 Marie::D ǫ::=V +wh C 5

2 praises::=D =D V know::=C =D V 6

3 ǫ::=V C

steps 1,2,3

em(2,4)= 7

<

praises:=D V who:-wh

em(7,1)= 8

>

Marie <

praises:V who:-wh

em(5,8)= 9

<

ǫ:+wh C >

Marie <

praises who:-wh
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grammars 〈Lex,Mrg〉
Examples
Precise definitions G = 〈Lex, {em, im}〉
Metatheory: convergence!

step 4

im(9)

>

who <

ǫ:C >

Marie <

praises

CP

DP0

D’

D

who

C’

C VP

DP

D’

D

Marie

V’

V

praises

DP

t0

derived tree conventional

(completed derivation with 1 feature left; 8 features checked in total)
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grammars 〈Lex,Mrg〉
Examples
Precise definitions G = 〈Lex, {em, im}〉
Metatheory: convergence!

step 4 all 4 steps

>

who <

ǫ:C >

Marie <

praises

◦

•

ǫ::=V +wh C •

•

praises::=D =D V who::D -wh

Marie::=D

derived tree derivation tree
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grammars 〈Lex,Mrg〉
Examples
Precise definitions G = 〈Lex, {em, im}〉
Metatheory: convergence!

Schachter’73, Kayne’94, Bianchi’00, Bhatt’02, Harris’08:

the reporteri [who ti ]j [the senator]h [th attacked tj ]k tk fell

(contrast Gibson’s structure)

CP

C’

C TP

DP(4)

D’

D

the

CP

DP(1)

NP(0)

N’

N

reporter

D’

D

who

NP

t(0)

C’

C TP

DP(3)

D’

D

the

NP

N’

N

senator

T’

T vP

DP

t(3)

v’

v vtP

VP(2)

V’

V

attacked

DP

t(1)

vt’

vt KP

DP(1)

t(1)

K’

K VP

t(2)

T’

T vP

DP

t(4)

v’

v VP

V’

V

fell
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grammars 〈Lex,Mrg〉
Examples
Precise definitions G = 〈Lex, {em, im}〉
Metatheory: convergence!

Schachter’73, Kayne’94, Bianchi’00, Bhatt’02, Harris’08:

the reporteri [who ti ]j [the senator]h [th attacked tj ]k tk fell

•

ǫ::=T C ◦

•

ǫ::=v +k T •

•

ǫ::=V =D v fell::V

•

the::=C D -k ◦

•

ǫ::=T +wh C ◦

•

ǫ::=v +k T •

•

ǫ::=vt =D v ◦

•

ǫ::=K +vt vt ◦

•

ǫ::=V +k K •

attacked::=D V -vt ◦

•

who::=N +f D -k -wh reporter::N -f

•

the::=N D -k senator::N
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grammars 〈Lex,Mrg〉
Examples
Precise definitions G = 〈Lex, {em, im}〉
Metatheory: convergence!

Notation:

t[f ] = tree with 1st feature f at its head
t = remove f from t[f ] and change :: to :

t{t1 7→ t2} = the result of replacing subtree t1 by t2 in t

tM

1
= the maximal projection of the head of t1

sometimes we write word : ǫ simply as word , and nodes with
no features ǫ : ǫ are usually written just ǫ, or with no label
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grammars 〈Lex,Mrg〉
Examples
Precise definitions G = 〈Lex, {em, im}〉
Metatheory: convergence!

Lex ⊆ (Vocabulary × {::} × Features), a finite set

em(t1[=c], t2[c]) =



















<

t1 t2 if t1 has exactly 1 node
>

t2 t1 otherwise

im(t1[+f]) =

>

tM

2
t1{t2[-f]

M 7→ ǫ}
if (SMC) only one head
has -f as its first feature

(allows ‘surfing’ and ‘diving’ paths!)
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grammars 〈Lex,Mrg〉
Examples
Precise definitions G = 〈Lex, {em, im}〉
Metatheory: convergence!

structures(G)=closure(Lex,{em,im})

completed structures = trees in structures(G) with exactly 1
syntactic feature, the “start” category, at its head

sentences L(G) = phonetic yields of completed structures

9 not complete

<

ǫ:+wh C >

Marie <

praises who:-wh

im(9)= 10 complete

>

who <

ǫ:C >

Marie <

praises
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grammars 〈Lex,Mrg〉
Examples
Precise definitions G = 〈Lex, {em, im}〉
Metatheory: convergence!

Fin Reg CF MG non−RERec RECS

Aspects,HPSG,LFG
Peters&Ritchie’73

Johnson’89
Berwick’81

Torenvliet&Trautwein’95

CF⊂ TAG ≡ CCG ≡ 2-MCFG. . . ⊂ MCFG ≡ LCFRS ≡ MG. . . ⊂CS

Joshi 1985: Human languages are ‘mildly context sensitive’
(linear asym? no!)
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remnants (at the convergence point)

MGs
Other assumptions
Restricting im
cross-serial dependencies

(Cinque 1996, 2005): 14/24 [Dem Num Adj N] orders attested

unattested 0
attested 1

1234 1 1324 0
1243 1 1342 1
1423 1 1432 1
4123 1 4132 1

2134 0 2314 0
2143 0 2341 1
2413 0 2431 1
4213 0 4231 1

3124 0 3214 0
3142 0 3241 0
3412 1 3421 1
4312 1 4321 1
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remnants (at the convergence point)

MGs
Other assumptions
Restricting im
cross-serial dependencies

In MGs with just 4 heads selecting each other in the order 1234: 3142, *2134

•

1::=2 1 •

2::=3 2 •

3::=4 3 4::4

◦

•

1::=2 +3 1 ◦

•

2::=3 +4 2 •

3::=4 3 -3 4::4 -4

1P

3P(1)

3’

3

3

4P

t(0)

1’

1

1

2P

4P(0)

4’

4

4

2’

2

2

3P

t(1)
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remnants (at the convergence point)

MGs
Other assumptions
Restricting im
cross-serial dependencies

Cinque MG Cinque MG

1234 1 1 1324 0 0
1243 1 1 1342 1 1
1423 1 1 1432 1 1
4123 1 1 4132 1 1

2134 0 0 2314 0 0
2143 0 0 2341 1 1
2413 0 0 2431 1 1
4213 0 0 4231 1 1

3124 0 0 3214 0 0
3142 0 1 3241 0 0
3412 1 1 3421 1 1
4312 1 1 4321 1 1

(better than a 1 0, but remember that with additional heads, all orders possible)
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remnants (at the convergence point)

MGs
Other assumptions
Restricting im
cross-serial dependencies

(Cinque 2005):

unattested 0 very few 1 many 3
few 2 very many 4

1234 4 1324 0
1243 3 1342 1
1423 1 1432 3
4123 2 4132 1

2134 0 2314 0
2143 0 2341 1
2413 0 2431 2
4213 0 4231 2

3124 0 3214 0
3142 0 3241 0
3412 1 3421 1
4312 2 4321 4
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remnants (at the convergence point)

MGs
Other assumptions
Restricting im
cross-serial dependencies

MGs: rank structures by 4-µ|licensors|, with 0=impossible

1234 3142 *2134
4-0=4 4-2=2 0

•

1::=2 1 •

2::=3 2 •

3::=4 3 4::4

◦

•

1::=2 +3 1 ◦

•

2::=3 +4 2 •

3::=4 3 -3 4::4 -4

(so then if derivation complexity∝frequency, 4=frequent, 0=unattested)
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remnants (at the convergence point)

MGs
Other assumptions
Restricting im
cross-serial dependencies

#licensors required correlates with Cinque’s frequency estimates

-1

 0

 1

 2

 3

 4

 5

 6

-1  0  1  2  3  4  5  6

4-
|li

ce
ns

or
s|

Cinque rough frequency estimate

r=0.68513

(no stipulations about markedness; predict similar psych complexity in each language)
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remnants (at the convergence point)

MGs
Other assumptions
Restricting im
cross-serial dependencies

Abels & Neeleman’06: (using ≺ for c-commands)

a. Underlyingly: Dem≺Num≺A≺N

b. All (relevant) movements move a subtree containing N

c. All movements target a c-commanding position

d. All movements are to the left

With free linear order in underlying structure, 8 orders
available with no movement, remaining 6 by 1 movement
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remnants (at the convergence point)

MGs
Other assumptions
Restricting im
cross-serial dependencies
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 0
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Cinque rough frequency estimate

r=0.80549
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remnants (at the convergence point)

MGs
Other assumptions
Restricting im
cross-serial dependencies

0 * who Pierre knows who [ criticizes ]

SMC provides a ‘relativized minimality’ effect, but we need an
appropriate classification of domains (Rizzi’02).

1 *Combien a-t-il beaucoup consultés de livres?
‘How many has he a lot consulted of books?’

Criterial freezing (Rizzi’07)

2 *Which candidate does Bill wonder you voted for ?

Specifier island condition (Koopman&Szabolcsi’00,Michaelis’01)
GenPIM (Abels’07) *im(t[-x ]) if ∃-y in t where y << x

3a Max asked [how likely to win Oscar was]

3b *Oscar was asked [how likely to win it was]

Remnant movement possible only when gapi is proi (Collins&Sabel’07)

(all these proposals have the simplicity and generality to warrant formal study)
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remnants (at the convergence point)

MGs
Other assumptions
Restricting im
cross-serial dependencies

Cross-serial by remnant movement (Abels’07,Nilsen’03,Bentzen’05):

aL2P

fA2P(3)

A2P

A2’

A2

alltid
always

fA2’

fA2 aL3P

fA1P(1)

A1P

A1’

A1

helt
completely

fA1’

fA1 V3P

t(0)

aL3’

aL3 V2P

t(2)

aL2’

aL2 V1P

V1’

V1

ha

vL2P

V2P(2)

V2’

V2

blitt
become

vL3P

V3P(0)

V3’

V3

ordnet
fixed

vL3’

vL3 fA1P

t(1)

vL2’

vL2 fA2P

t(3)
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remnants (at the convergence point)

MGs
Other assumptions
Restricting im
cross-serial dependencies

Cross-serial by remnant movement (Abels’07,Nilsen’03,Bentzen’05):

◦
raise A2

•

ǫ::=V1 +a2 aL2 •

ha::=vL2 V1 ◦
raise V2

•

ǫ::=fA2 +v vL2 •

•

ǫ::=aL3 =A2 fA2 -a2 ◦
raise A1

•

ǫ::=V2 +a1 aL3 •

blitt::=vL3 V2 -v ◦
raise V3

•

ǫ::=fA1 +v vL3 •

•

ǫ::=V3 =A1 fA1 -a1 ordnet::V3 -v

helt::A1

alltid::A2

These interleaved movements cannot be ordered
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remnants (at the convergence point)

MGs
Other assumptions
Restricting im
cross-serial dependencies

‘Inverse’ cross-serial generated, unattested:

aL2P

fA2P(3)

A2P

A2’

A2

alltid
always

fA2’

fA2 aL3P

fA1P(1)

A1P

A1’

A1

helt
completely

fA1’

fA1 V3P

t(0)

aL3’

aL3 V2P

t(2)

aL2’

aL2 V1P

V1’

V1

ha

vL2P

V2P(2)

V2’

V2

blitt
become

vL3P

V3P(0)

V3’

V3

ordnet
fixed

vL3’

vL3 fA1P

t(1)

vL2’

vL2 fA2P

t(3)
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remnants (at the convergence point)

MGs
Other assumptions
Restricting im
cross-serial dependencies

Abels’07 alternative:

‘move-all’ blocked by SMC; ordering constraint needed
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remnants (at the convergence point)

MGs
Other assumptions
Restricting im
cross-serial dependencies

Bošković, Rudin, et al.:

1 Koj kakvo vižda? (Bulgarian)
who what sees

2 Ko šta vidi? (Serbo-Croatian)
who what sees

absorption:

<

sees:=D V what:-wh
+ who::=D -wh ⇒

<

sees:V who what:-wh
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copying (breaking from the convergence)
syntactic doubling
3 ideas (really only 1)

Bambara (Culy, 1985), Buli (Hiraiwa, 2005), Chinese (Radzinski, 1990; Huang,

1991; Stabler, 2004; Fang, 2006), English (Ghomeshi et al., 2004; Pullum, 2006),

Hebrew (Landau, 2006), Italian (Gullì, 2003), Japanese (Potts et al., 1997),

Korean (Cho and Nishiyama, 2000) Krio (Nylander, 1985), Vata (Koopman 1983,

1997), Russian (Abels, 2001), Yiddish (Landau, 2007), . . .

Yoruba (Kobele ’06)

Ri-ra adie ti Jimo ra adie
buying chicken rel Jimo buy chicken

‘the fact that Jimo bought chicken’

Coll. Icelandic (Barbiers ’07)

Um havð eruð Þið að tala um?
about what are you to talk about

‘What are you talking about?’

Q4 What kind of grammar makes copying a natural option?
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copying (breaking from the convergence)
syntactic doubling
3 ideas (really only 1)

Define an operation which applies to a subtree t, deleting some of
its features to leave t. Then we can extend im, perhaps conditioned
by some property +f:

im(t1[+f]) =

>

tM

2
t1{t2[-f]

M 7→ t2[-f]
M}

Here, let t leave all and only phonetic features of t.
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copying (breaking from the convergence)
syntactic doubling
3 ideas (really only 1)

<

ti:+f C <

a:-f <

b <

c

⇒

>

<

a <

b <

c

<

ti:C <

a <

b <

c

E Stabler, UCLA Grammar in Performance and Acquisition



copying (breaking from the convergence)
syntactic doubling
3 ideas (really only 1)

◦

•

ti::=A +f C •

a::=B A •

b::=C B •

c::C

A2,2,2

A2,2

A2

ti a,a

b,b

c,c

. . .

copy-move (MGC) TAG N/A

On N/A, e.g. Pullum’06 “It is the semantics that holds the key...” but then “synonymous lexical items

never seem to be synonymous enough” Cf. Stabler’04,Kobele & Stabler’07,Kobele’06,Chen-Main’06,. . .
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copying (breaking from the convergence)
syntactic doubling
3 ideas (really only 1)

Fin non−RERec RE

Aspects,HPSG,LFG

CSMGCCFReg MG

CF⊂ TAG ≡ CCG ⊂ MCFG ≡ MG ⊂ MGC ⊆ PMCFG ⊂CS
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intermission 1
References

So far 1

simple formalisms can model many linguistic proposals!

CCG, (MC)TAG, MGs converge on a class of MCS languages

• MGs (defined in ≈5 lines) empirically threatened at 2 interesting points

• Removing (SMC) and adding “move all” weakens the theory
very considerably, but some version of (RM),(GenPIM). . .

• Adding “copy+move” variants seems required
but definitely breaks with convergence

Q1 What performance models allow incremental interpretation
(and remnant movement, doubling constructions)?
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intermission 1
References

So far 1

Lex ⊆ (Vocabulary × {::} × Features), a finite set

em(t1[=c], t2[c]) =



















<

t1 t2 if t1 has exactly 1 node
>

t2 t1 otherwise

(replacing these 2 cases with selection on right =c and left c= will not have significant effects)

im(t1[x]) =



























>

tM

2
t1{t2[-f]

M 7→ ǫ} if (SMC) & x = +f
>

tM

2
t1{t2[-f]

M 7→ t2[-f]
M} if (SMC) & x = +f

(replace (SMC) with (RM),(GenPim) etc, but carefully! – cf Gärtner&Michaelis’07)
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