SPE rule notation review  
Goes with handouts for classes 2 & 3

1. A → B / X __ Y

Example: \[
\begin{pmatrix}
+\text{syll} \\
-\text{low}
\end{pmatrix} \rightarrow [+\text{high}] / \_ \_ \text{CC#}
\]

means “\(XAY\) is rewritten as \(XBY\)”, or, to put it another way, “\(A\) is rewritten as \(B\) when preceded by \(X\) and followed by \(Y\)”.

\(A\) is the affected segment, focus, or target of the rule.  
\(B\) is the structural change that the rule requires  
\(X__Y\) is the context for the rule  
\(XAY\) is the structural description

We’ll use \(A\), \(B\), \(X\), and \(Y\) to stand for these positions throughout this handout.

2. Left side of the arrow

\(A\) can be a feature matrix or \(\emptyset\).

If \(A\) is a feature matrix, like \[
\begin{pmatrix}
+\text{syll} \\
-\text{low}
\end{pmatrix}
\], then the rule looks for any segment that is nondistinct from that matrix.

Two feature matrices are distinct iff there is some feature \(F\) whose value is different in the two matrices.

- Which of the following are distinct from \[
\begin{pmatrix}
+\text{syll} \\
-\text{low}
\end{pmatrix}
\], \[
\begin{pmatrix}
+\text{syll} \\
-\text{low}
\end{pmatrix}
\], \[
\begin{pmatrix}
-\text{low} \\
+\text{round}
\end{pmatrix}
\], \[
\begin{pmatrix}
-\text{low} \\
-\text{round}
\end{pmatrix}
\], \[
\begin{pmatrix}
+\text{high}
\end{pmatrix}
\]?

This means that if \(A\) doesn’t mention some feature \(F\), it “doesn’t care” about it—the rule will look for segments that are either \(+F\) or \(\neg F\).

Sometimes, if \(A\) is meant to pick out a single sound, we use an IPA symbol instead:

\[
\text{u} \rightarrow [\neg \text{high}] / \_ \_ \text{(C)#}
\]

This is a good idea for readability, but keep in mind that, in order to determine how long the rule is, you have to expand the IPA symbol into a feature matrix, namely the smallest feature matrix that picks out just that sound from the language’s sound inventory.

- How should we rewrite the “\(u\)” above if the language’s vowel inventory is \(i, a, u\)? If it’s \(i, a, u, o\)? If it’s \(i, y, a, u, o\)?
Sometimes we also use C to abbreviate [–syll] or V to abbreviate [+syll]. Again, this is good for readability. Be careful when reading, though, because some authors, following SPE, use C and V to abbreviate {[–voc], [+cons]} and [+voc, –cons].

If $A$ is $\emptyset$, you’ve got an insertion rule (the idea is that insertion changes “nothing” into something):

$$\emptyset \rightarrow [i] / C \_\_ C#$$

- Why don’t we use the empty matrix [] instead of $\emptyset$?

3. Right side of the arrow

$B$ also can be a feature matrix or $\emptyset$.

If $B$ is a feature matrix, then any of the affected segment’s features that are mentioned in $B$ are changed to the value given in $B$. All other features are left alone.

- What does $\begin{bmatrix} +\text{syl} \mid -\text{low} \end{bmatrix} \rightarrow [+\text{high}]$ do to [o]? To [u]?

If $B$ is $\emptyset$, then the segment that $A$ matched is deleted.

$$C \rightarrow \emptyset / C\_\_\#$$

Again, we sometimes use abbreviations such as an IPA symbol, C, or V.

4. Redundancy

The principle that shorter rules are preferred by learners over longer rules means that unnecessary features need to be eliminated from $A$ and $B$.

- What is wrong with each of the following rules?

$$\begin{bmatrix} +\text{syl} \mid -\text{round} \end{bmatrix} \rightarrow [+\text{round}]$$

$$\begin{bmatrix} +\text{nas} \mid +\text{voice} \end{bmatrix} \rightarrow [+\text{anterior}]$$ (assume the phoneme inventory of English)
5. **Right side of the slash (context)**

$X$ and $Y$ are strings made up of
- feature matrices
- the boundary types # and + (treated in SPE like segments)
- at their outside edges, category boundaries

Feature matrices in $X$ and $Y$ match segments in the same way that $A$ does (i.e., they match a segment if not distinct from it).

**Boundaries**, # (word boundary) and + (morpheme boundary), are treated in SPE as feature matrices that happen to be [–segmental]:

$$
# \quad \begin{bmatrix} -\text{seg} \\ -\text{FB} \\ +\text{WB} \end{bmatrix} \quad + \quad \begin{bmatrix} -\text{seg} \\ +\text{FB} \\ -\text{WB} \end{bmatrix}
$$

([FB] is “formative (roughly, morpheme) boundary” and [WB] is “word boundary”).

There are some complications about #: in SPE, it’s not exactly equivalent to the place where you’d write a space. At least for now, though, we’ll treat it as though it were.

SPE also proposes a third boundary type, =, which has the features $\begin{bmatrix} -\text{seg} \\ -\text{FB} \end{bmatrix}$ and is more or less the boundary between nonproductive or nontransparent affixes and stems (e.g., English $\text{com}=\text{pre}=\text{hend}$). We won’t use this one much.

The term ‘unit’ is used in SPE to refer to all feature matrices, including true segments and boundaries.

**Category boundaries** (labeled brackets) like $]_{\text{Noun}}$ and $]_{\text{Verb}}$ can also be used, but only at the edges of $X\_\_ Y$ (and if both edges have labeled brackets, the labels have to match):

$$/ \_\_ \text{VC#}]_{\text{N}}$$

By convention, this can be abbreviated as $/ \_\_ \text{VC}]_{\text{N}}$.

Here’s how we extend the definition of nondistinctness from pairs of units to pairs of strings:

$X$ (or $Y$) matches (is nondistinct from) some substring $M$ of a form iff $X$ and $M$ have the same number of units $n$, and the $i^{\text{th}}$ unit of $X$ matches (is not distinct from) the $i^{\text{th}}$ unit of $M$ for all $1 \leq i \leq n$. 

6. **+ is special**
If + is included in X and Y, then it is required V → Ø / __+VC does not apply to ibau, because +V does not match any substring of ibau.

But extra plusses in the form are always OK: V → Ø / __V does apply to iba+uns, because “__VC” is understood as meaning __VC, or __+VC, or __V+C”, or __+V+C. In the __+VC version, +VC matches a+un.

# does not work this way; it works like any other feature matrix.

7. **Basic rule application**
A rule applies to a form if the form contains a string that is nondistinct from XAY.

- So what happens if X or Y is blank?

**Expansion conventions**
Devices like parentheses, curly brackets (“braces”), and angle brackets are used to collapse related rules into a single *rule schema* (whose length is shorter = cost is lower).

Rather than adjusting the definition of nondistinctness, SPE gives *expansion conventions* to turn those schemata into rules that can then be applied using the simple definition of nondistinctness.

8. **Lowercase Greek letters**
Variables that stand for +, –, or whatever values the theory says some feature can take (could be 1,2,3 for some features—can you think of any good candidates?).

\[ C \rightarrow [\text{voice}] / [\text{voice}] __ [\text{voice}] \]

expands into

\[ C \rightarrow [+\text{voice}] / [+\text{voice}] __ [+\text{voice}] \]
\[ C \rightarrow [-\text{voice}] / [-\text{voice}] __ [-\text{voice}] \]

9. **Parentheses**
Used to indicate optionality.

For example, the rule schema V → Ø / __V(C)# is expanded into these two rules (in that order—but we’ll come back to that in a later week):

\[ V \rightarrow Ø / __VC# \]
\[ V \rightarrow Ø / __V# \]

- Do you ever need parentheses in a feature matrix?

- Discussion point: in terms of evaluation of a rule for length, should parenthesized material be counted once or twice?
The rules that a schema expands into are *disjunctively ordered*. That means, informally, you try to apply the first one; if its structural description is met, you apply the rule and don’t try any of the other rules from the same schema. If not, move on to the next rule and proceed in the same fashion. In other words, you never apply two rules of the same schema to a single word.

- How does the rule above apply to /bauk/?

(This is a bit too crude, because it doesn’t give the right result for cases where different rules of a schema apply to different parts of a word—in those cases, we want multiple rules of the schema to apply to the same word, just in different places.)

10. **Braces, a.k.a. curly brackets**

   Used to indicate multiple possibilities

   For example, the rule schema \[ \{i\} \rightarrow \emptyset / \_V \] is expanded into these two rules (in this order):
   
   \[
   \begin{align*}
   i & \rightarrow \emptyset / \_V \\
   o & \rightarrow \emptyset / \_V 
   \end{align*}
   \]

- Can you imagine a way to translate parentheses into braces?
  
  Try it with \( V \rightarrow \emptyset / \_V(C)^\# \)

11. **Super- and subscripts**

    e.g., \( C_n \) means “\( n \) or more Cs” (most common is \( C_0 \))

    \[
    C \rightarrow \emptyset / \_C_0^\# = \ldots \\
    \]

    \[
    \begin{align*}
    C & \rightarrow \emptyset / \_CCCC^\# \\
    C & \rightarrow \emptyset / \_CCC^\# \\
    C & \rightarrow \emptyset / \_CC^\# \\
    C & \rightarrow \emptyset / \_C^\# \\
    C & \rightarrow \emptyset / \_^\#
    \end{align*}
    \]

    The tricky thing about this is that we apply the *longest* rule whose structural description matches.

- How would the schema above apply to /tabskt/?
12. Parentheses with star

(...)* means that the material in parentheses can occur zero or more times.

\[ V \rightarrow [+\text{stress}] / #(CVCV)^* \] expands to

\[ V \rightarrow [+\text{stress}] / # \]
\[ V \rightarrow [+\text{stress}] / #CVCV \]
\[ V \rightarrow [+\text{stress}] / #CVCVCVCV \]

etc.

With (), disjunctive ordering does not apply. Every version of the rule that can apply does apply—they apply simultaneously.

- How would the stress rule above apply to /badupidome/?
- How would \( C \rightarrow \emptyset / C^* # \) apply to /tabskt/?

13. Angled brackets

Kind of like parentheses, but when the optional information is in more than one place. A schema with angle brackets expands into two rules: the rule with the information in the angle brackets and the rule without that information.

\[ C \rightarrow \emptyset / V<C>_C V \] (silly example, I know) expands to

\[ C \rightarrow \emptyset / VC_CV \]
\[ C \rightarrow \emptyset / V_CV \]

- Expand the following schema and apply it to putod, lagud, and fesil.

\[ [+\text{syl}l \[<+\text{back}>\] \rightarrow [-hi] / _C \]
\[ [+\text{syl}l \[+\text{back} \[+-\text{hi}\] \rightarrow C ># \]

(SPE proposes a nifty notation to take care of both parentheses and angled brackets and allow more than one pair of angled brackets in a rule, but I haven’t really seen it used elsewhere, so we won’t learn it—see pp. 394-395 of SPE.)
14. Transformational rules
Useful for metathesis, coalescence…anything where more than one segment is affected at once.
In SPE, these were given in two parts:

Structural description:

\[
\begin{array}{c}
+\text{syll} \\
+\text{low} \\
\end{array}
, \begin{array}{c}
+\text{syll} \\
+\text{hi} \\
\end{array}
, \begin{array}{c}
\alpha \\
\text{round} \\
\end{array}
\]

1
2

Structural change: 1 2 →

\[
\begin{array}{c}
1 \\
-\text{lo} \\
+\text{long} \\
\alpha \\
\text{round} \\
\alpha \\
\text{back} \\
\end{array}
, \begin{array}{c}
2 \\
\emptyset \\
\end{array}
\]

○ What does this rule do?

○ It may seem arbitrary to say that 1 changes and 2 deletes rather than the reverse. Try writing the rule the other way. Which is more concise?

We’ll use a simplified notation instead:

\[
\begin{array}{c}
+\text{syll} \\
+\text{low} \\
\end{array}
, \begin{array}{c}
+\text{syll} \\
+\text{hi} \\
\end{array}
, \begin{array}{c}
\alpha \\
\text{round} \\
\end{array}
\]

1
2

\[
\begin{array}{c}
1 \\
-\text{lo} \\
+\text{long} \\
\alpha \\
\text{round} \\
\alpha \\
\text{back} \\
\end{array}
, \begin{array}{c}
2 \\
\emptyset \\
\end{array}
\]