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Class 1 (2 April 2013): What kinds of variation exist? 

 

 

 

Coetzee & Pater 2011 

 

0 First-day-of-class items 

� introducing ourselves 

� syllabus (first 1.2 pages only; we’ll do the course outline at the end) 

 

Overview: Free (token) variation vs. lexical (type). For today we’ll use only simple, non-

quantitative models. 

1 Idealized free (token) variation—it’s possible that no real language has this 

• Suppose a language has an optional vowel harmony process: 

 /álkat+i/ → [álkat-i] or [álket-i]  (V becomes [-lo] before high vowel) 

 

• It’s “free” variation because...  

� The same speaker can produce both variants, for any word. 

� There is no meaning difference between the variants, though they may represent 

different degrees of formality, different speech rates, etc. 

� One variant may be more frequent, but the rate is the same for all target morphemes, 

and for all triggering morphemes (if target and trigger are in different morphemes): 

 [álkat-i]  70%  [álket-i]  30% 

 [móbak-im] 70%  [móbek-im]  30% 

 [sélab-ik] 70%  [séleb-ik]  30% 

 
� Exception to the above: there might be other phonological factors that affect the rate 

of variation, but words with the same phonological properties will behave alike: 

 e.g., suppose that stress matters—stressed V is less likely to undergo harmony 

 [semát-i] 90%  [semét-i]  10% 

 [lukár-im] 90%  [lukér-im]  10% 

 [sikáb-ik] 90%  [sikéb-ik]  10% 

 

• Why did I use an imaginary language? Because it’s hard (impossible?) to find a real 

example. 

2 Idealized lexical (type) variation 

• Suppose a language has two different ways to ensure that adjacent obstruents match in 

voicing (*






–sonorant

α voice
 






–sonorant

–α voice
 ): 

 

 /sif+z/ → [sif-s]  change second C 

 /wof+z/ → [wov-z]  change first C 

 

• In the simplest form of lexical variation...  

� Each word has just one behavior—the variation is across items, not within items. 

To do for Thursday 

• Optional: read Coetzee & Pater 2011 

• Check out course web page 
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3 Modeling idealized free variation (not quantitative yet) 

Variable rules 

• V → [–low] / __ C0 [+high], optional 

� That is, we just label the rule as optional. 

 

Variable constraint ranking 

• Jagged line (not standard notation): ranking of these two constraints varies 

� On some occasions, *[+low]C0[+hi] >> IDENT(low) 

� On other occasions, IDENT(low) >> *[+low]C0[+hi]  

 /álkat-i/ *[+low]C0[+hi] IDENT(low) 

� a [álkat-i] *  

� b [álket-i]  * 

 
o How is the jagged line different from the dashed/dotted line you often see in tableaux? 

 

4 Free variation as stylistic variation 

• Classic work in sociolinguistics: how “variable rules” are affected by social factors.  

� Famous graph showing how New York City English speakers pronounced /θ/: 

Labov 1972 p. 113 

• Labov’s early approach  

� /θ/ → [–continuant] , optional rule 

� rate of applying rule = a + b*Class + c*Style 

� Different people have different baseline rates of applying rule (a+b*Class) 

� But they vary the same way in response to “style” (c*Style, where Style A=0, B=1, etc.) 

• As we’ll see later in the course, this approach was soon replaced with logistic regression. 

Lots of [t]̪ 

Always [θ] 
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5 Some classic sociolinguistic findings on free variation, told through Labov’s graphs 

A. Though they may use a variant at different rates, members of a speech community can 

agree about what it “means”—they respond in a similar way to context/style: 

Labov 1973, p. 125 

B. The “curvilinear” distribution—another common class trend: 

Labov 2001, p. 189 

 

The “upper-middle-class crossover” 
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C. Changes just getting started show little effect of sex, age (everyone is near 0%), nor do 

completed changes (everyone near 100%). It’s at the intermediate stages that we can 

observe such differentiation best: 

Labov 2001, p. 295 

 

• Similarly, some social groups tend to hit the floor or the ceiling—then the middle groups 

show the most differentiation by style: 

Labov 2001, p. 87 
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A. Gender differences: even people who live together don’t necessarily talk alike: 

Labov 2001 p. 265 

Labov 2001 p. 281 

See Labov for examples from Iran, Korea, Argentina, Spain, Egypt... 
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B. At intermediate diachronic stages, there can be a lot of gradience from one phonetic pole 

to the other: 

  Labov 1973, p. 168 

 

C. When we’re caught in a change in progress, strange things happen. 

• The “Bill Peters effect” (Labov 1994 reporting on Herold 1990): an 80-year-old 

Pennsylvania English speaker who had a clear cot-caught distinction in spontaneous 

speech, but just about merged the two vowels when reading minimal pairs—this was 

typical of his cohort. 
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A. We are to some extent fossils of our younger selves, but we also change, shifting along 

with the trend and perhaps settling down after youth: 

Labov 1994, p. 96 

 

Labov 2001, p. 104 

Wave of change about 

to hit, or youthful 

exuberance, soon to 

fade? 
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6  Lexical variation (recall: each word has its own behavior) 

• Tagalog: Austronesian language from the Philippines with ~17 million native speakers 

(Ethnologue 2005, data from Zuraw 2009’s corpus ; see also Schachter & Otanes 1972) 

� d → ɾ / V__V : 

 dunoŋ ‘knowledge’ ma-ɾɾɾɾunoŋ ‘intelligent’ 

 dinig ‘heard’  ma-ɾɾɾɾinig ‘to hear’ 

 dupok   ma-ɾɾɾɾupok ‘fragile’ 
� But, there are also words like this 

 daɁig ‘beaten’ ma-daɁig  ‘beaten’ 

 dulas ‘slipperiness’?  ma-dulas  ‘slippery’ 

 daɁan ‘road’  ma-daɁan-an  ‘passable’ 
� and like this 

 duŋis ‘dirt on face’ ma-ɾɾɾɾuŋis ~ ma-duŋis ‘dirty (face)’ 

 dumi  ‘dirt’   ma-ɾɾɾɾumi ~ ma-dumi ‘dirty’ 

• How often does each word have each variant? 

word # with d # with ɾ % ɾ 
ma-_unoŋ 33 9130 99.6% 

ma-_inig 97 3517 97.3% 

ma-_upok 0 235 100.0% 

ma-_ulas 348 23 6.2% 

ma-_aɁan-an 132 6 4.3% 

ma-_aɁig 102 0 0.0% 

ma-_umi 319 708 64.4% 

ma-_uŋis 59 52 46.8% 

 

• Count up how many words are 0-<5%, how many 5-<10%, 10%-<15%, etc., and make a 

histogram. 

 
==> Most words have a fixed behavior, though some do vary 

 

o Let’s sketch out a grammar with variable constraint ranking. What problems do we run 

into in modeling these data? 

o Let’s discuss the pros and cons of simply listing all the prefixed words in the lexicon, 

with /d/ or /ɾ/ in their lexical entries. 

1088 words 

have [ɾ] 0-1% 

of the time 

844 words have 

[ɾ] 99-100% of 

the time 

427 words have [ɾ] 2%-98% of 

the time 
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7 Mixed variation 

• What about the 427 in-between words for Tagalog? Here’s a histogram just for them: 

 
 

• If all the words underlying had 50% tapping rate, and we sampled the same number of 

tokens of each word as found in corpus, we expect a distribution more like this: 
� I guess I should also try generating some different null hypotheses, such as each 

word’s tapping rate is 0% or 100% plus noise. 

 
• Instead of free variation, it looks like different words have their own tapping rates. 

 

8 The “Law of Frequency Matching” (Hayes et al. 2009) 

• When a speaker of a language with lexical variation is tested on novel items, “[t]heir 

responses aggregately match the lexical frequencies” (p. 826) 

• Why should this be? 

� Zuraw 2000 offers a modeling answer, which we’ll discuss further when we look at 

Stochastic OT/Gradual Learning Algorithm 

� Basic idea: even if faithfulness ends up top-ranked/top-weighted, the adult grammar 

still encodes the lexical pattern in its “subterranean” constraints 

� Not all models predict this to happen in all situations 

• When does the “law” get broken? 
� When the constraints needed to encode the pattern are not allowed by UG (Becker, 

Ketrez, & Nevins 2011), or maybe just disfavored by UG (Hayes et al. 2009) 

� Maybe in some other cases too... 
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9 Lexical variation in the sociolinguistics literature 

• Sometimes the lexical variation is actually phonologically conditioned: 

Labov 1994, p. 454 

 

• But sometimes it’s not: 

Labov 2001, p. 464 

• Mendoza-Denton 2008: certain words can get (arbitrarily?) “chosen” as the ones applying 

a certain change to which conveys social meaning  

� [i] in nothing, thing, everything, anything as markers of Latina gang identity in a 

California high school—and [ɪ] as a marker of non-gang identity. 
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10 Summary 

• We have seen an overview of variation and gotten an idea of what we want quantitative 

models of variation to be able to do 

� Idealized free variation can be modeled as variable constraint ranking or optional 

rules 
� But, we need to develop our models of grammar so that they can quantify free 

variation, including the influence of various factors on a single phenomenon. 

� Lexical variation (and mixed variation) is more challenging: how do we allow each 

word to surface faithfully but still let the grammar capture variation across words? 

 

► Let’s go over the “course outline” in the syllabus to see how we will model these 

phenomena quantitatively in the rest of the course, and the additional topics we’ll treat. 
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