
Linguistics 251A/B Topics in phonetics and phonology 
Hayes/Zuraw Spring 2013 

Syllabus:  Variation in phonology 
 
 

Time/Place TR 4:00-5:50, Campbell Hall 2101K 
 
Course web site:  http://www.linguistics.ucla.edu/people/zuraw/251_2013 
 

 Bruce Hayes Kie Zuraw [ˈkʰaj ˈzɹ ̩̩ ɔ]   
Mailbox In Campbell 3125 In Campbell 3125 
Phone 310-825-9507 310-825-0634 
Student hrs. W,F 2-3 (tentative) TBA 
 Campbell 2101G Campbell 3122A 
Email bhayes@humnet.ucla.edu kie@ucla.edu 
Web linguistics.ucla.edu/people/hayes linguistics.ucla.edu/people/zuraw 

 

Description and goals 

Variation pervades phonological behavior. In recent years phonologists have begun rising to the 
challenge of developing theories for the treatment of variation. We (Hayes and Zuraw) are 
interested in the topic as a theoretical problem — but also as a way to advance research in 
phonology on all fronts, by helping us to construct grammars that make explicit predictions 
about the data, including its pattern of variation. 

The goals of this course are twofold. 

 First, we want to address the theoretical question of how variable patterns are learned and 
used, and how data can be used to make arguments bearing on these issues. 

 Second, at a more practical level, we want to equip you with theoretical and practical tools 
(particularly, software) that can help you deal with variation in your own data.  The goal is for 
you to be able to use these tools to model your data, and to use your data to argue for or 
against a model. 

Course requirements 

 For four units: 
 Do the readings, some of which will involve writing a less-than-page 

outline/summary 
 Do the software exercises:  mostly little things where you learn to use software 

packages to do analysis 
 Write a term paper that bears on the course content.  You need to have the topic 

approved by talking to one or both of us. 
 
 For two units: 

 Do the readings (honor system) 
 Do two of the exercises (you choose) 
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Some planned exercises 

 apply GLA to a dataset 
 apply Noisy Harmonic Grammar to a dataset 
 apply Maxent to a dataset 
 apply regression (logistic, linear) to a dataset 
 a homework on model comparison 

We’re also interested in skills for data-crunching (study of electronic corpus data) and may have 
a lab on this. 

Course outline  

 What sorts of variation exist? (Coetzee & Pater 2011 for overview) 
 Free variation vs. lexical variation (and mixed variation) 
 Type (lexical) vs. token (in production) 
 Overview of token variation:  the classical sociolinguistic tradition (Cedergren & 

Sankoff 1974) 
 Overview of type variation:  the Law of Frequency Matching, studies supporting 

it; the nuances and deviations 

 Theories 
 Probability distributions over classic OT grammars 
 Freely-ranked strata:  Anttila 1997 
 Stochastic OT:  Boersma & Hayes 2001 

 Reconciling constraint preferences through weights rather than strict ranking 
 Noisy Harmonic Grammar (Coetzee 2009) 
 Maxent (Goldwater & Johnson 2003) 

 MaxEnt’s relation to logistic regression (introduces important concepts like loss 
function/measure of fit, significance) 

 How to decide on these models?  Hayes/Zuraw work in progress. 

 The problem of model selection:  how to know which model is (closer to) correct? 
 Levels of model selection:   

   grammatical architecture 
   constraint set 
   parameter values, e.g. weights or even the priors 

 Methods of model selection: 
   statistical approaches 
   machine learning approaches (cross-validation) 

 Biases in UG and priors in modeling 
 The types of bias:  naturalness, simplicity, limitations on constraint weight 
 underfitting and overfitting 
 priors and smoothing in statistics and machine learning 
 linguistic results with priors:  Wilson 2006, Ryan 2010, Martin 2011, White 2012, 

Hayes/Zuraw et al. 2011 

 Letting the grammar output nothing 
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 This actually happens (??fishish) — when we do it stochastically, we get a 
measure of productivity. Steriade’s -able, Raffelsiefen 

 using the models with the Null Parse 
 Hay and Baayen’s work 
 Lexical selection and filters in general (Martin 2007) 
 filters and goodness scores—not all winning candidates are equally good 

 Gradient intuitions 
 Extending the scope of the variation models to intuition 
 Essential ingredient:  the mapping of probability to ratings data 

 Serialist models and variation 
 Level ordering as the basis of variation (Guy 1991; Myers 1995; Kiparsky 1994) 
 Harmonic serialism (Kimper 2011) 
 (McPherson & Hayes 2012) 

 Exemplar models 
 Sloos 2013 

 Multi-site variation (Kaplan 2011’s typology) 
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