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Lecture 1: Introduction

Languages are sets sijns Signs combine an exponent (a sequence
of letters or sounds) with a meaning. Grammars are ways tergen
signs from more basic signs. Signs combine a form and a mganin
and they are identical with neither their exponent nor wiglitmean-

ing.

Before we start. | have tried to be as explicit as | could in preparing thesesot
You will find that some of the technicalities are demandindirst sight. Do
not panic! You are not expected to master these techne&slitght away. The
technical character is basically due to my desire to be alkcegnd detailed as
possible. For some of you this might actually be helpful. dtiyare not among
them you may want to read some other book on the side (whictdweage you to
do anyway). However, linguistics is getting increasinglynhal and mathematical,
and you are well advised to get used to this style of doinghseie So, if you do
not understand right away what | am saying, you will simplyéd& go over it
again and again. And keep asking questions! New words armhitsd terms
that are used for the first time are typed in bold-face. If yo& supposed to
know what they mean, a definition will be given right away. Tdedinition is
valid throughout the entire course, but be aware of the Feattdther people might
define things dterently. This applies when you read other books, for example
You should beware of possible discrepancies in terminoltigyou are not given
a definition elsewhere, be cautious. If you are givenfiet@nt definition it does

not mean that the other books get it wrong. The symigolin the margin signals
some material that is flicult, and optional. Such passages are put in for those
who want to get a perfect understanding of the material; ey &ire not requried
knowledge.

(End of note)

Language is a means to communicate, it is a semiotic systeynth& we
simply mean that it is get of signslts A signis a pair consisting—in the words
of Ferdinand de Saussure—ofsmgnifier and asignified. We prefer to call the
signifier theexponentand the signified theneaning For example, in English the
string/dog/ is a signifier, and its signified is, say, doghood, or the setlafogs.

(I use the slashes to enclose concrete signifiers, in thesseguences of letters.)
Sign systems are ubiquitous: clocks, road signs, pictogathey all are parts of
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sign systems. Languagefldirs from them only in its complexity. This explains
why language signs have much more internal structure théinamy signs. For
notice that language allows to express virtually every giuhat we have, and
the number of signs that we can produce is literally endl@dthough one may
find it debatable whether or not language is actually infjnités clear that we
are able to understand utterances that we have never hefarg.b&very year,
hundreds of thousands of books appear, and clearly eacteof it new. If it
were the same as a previously published book this would beidered a breach
of copyright! However, no native speaker of the languagesggpces trouble
understanding them (apart from technical books).

It might be far fetched, though, to speak of an entire book aga. But
nothing speaks against that. Linguists mostly study orggsthat consist of just
one sentence. And this is what we shall do here, too. Howtasds are certainly
more than a sequence of sentences, and the studigadurse (which includes
texts and dialogs) is certainly a very vital one. Unfort@hgteven sentences are
so complicated that it will take all our time to study them.eTrhethods, however,
shall be useful for discourse analysis as well.

In linguistics, language signs are constituted of foufedent levels, not just
two: phonology, morphology, syntax and semantics Semanticsdeals with
the meanings (what is signified), while the other three dreaaicerned with the
exponent. At the lowest level we find that everything is cosgabfrom a small
set of sounds, or—when we write—of letters. (Chinese is jgtxaeral in that the
alphabet consists of around 50,000 ‘letters’, but each stigmnds for a syllable—a
sequence of sounds, not just a single one.) With some ercspiior example
tone and intonation) every utterance can be seen as a segoksounds. For
example,/dog/ consists of three letters (and three soundd); /o/ and/g/. In
order not to confuse sounds (and sound sequences) withslette denote the
sounds by enclosing them in square brackets. So, the souatdsake up [dog]
are [d], [0] and [g], in that order. What is important to no&rd is that sounds
by themselves in general have no meaning. The decompositiorsounds has
no counterpart in the semantics. Just as every signifier earebomposed into
sounds, it can also be decomposed into words. In writterulaggwe can spot the
words by looking for minimal parts of texts enclosed by blaig&r punctuation
marks). In spoken language the definition of word becomey wraaky. The
part of linguistics that deals with how words are put togeihéo sentences is
calledsyntax. On the other hand, words are not the smallest meaningftg ohi
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language. For examplglogs/ is the plural of/dog/ and as such it is formed by
a regular process, and if we only know the meaningdot/ we also know the
meaning ofdogs/. Thus, we can decompogipgs/ into two parts;/dog/ and/s/.
The minimal parts of speech that bear meaning are call@gphemes Often, it
is tacitly assumed that a morpheme is a part of a word; bigigenks are called
idioms. Idioms are’kick the bucket/, /keep taps on someone/, and SO on.
The reason for this division is that while idioms are intygarent as far as their
meaning is concerned (if you die you do not literally kick aket), syntactically
they often behave as if they are made from words (for exartipdg,inflect:/John
kicked the bucket)).

So, a word such as ‘dogs’ has four manifestations: its meania sound
structure, its morphological structure and its syntactiocture. The levels of
manifestation are also callestrata. (Some use the terdevel of representa-
tion.) We use the following notation: the sign is given by enalgsihe string in
brackets: ‘dog’. [dog] denotes its phonological structure, [dgagls morpholog-
ical structure, [dog] its syntactic structure and [dagits semantical structure. |
also use typewriter font for symbols in print. For the most pge analyse lan-
guage as written language, unless otherwise indicatedh that in mind, we have
[dog]r = /dog/. The latter is a string composed from three symbfls,/o/ and
/g/. So, ‘dog’ refers to the sign whose exponent is written Héog/. We shall
agree on the following.

Definition 1 Asignis a quadrupl€r, u, A, o), wherer is itsexponent (or phono-
logical structure), u its morphological structure, A its syntactic structure ando
its meaning (or semantic structure).

We write signs vertically, in the following way.

(1)

ST PSS

This definition should not be taken as saying something de@eperely fixes the

notion of a linguistic sign, saying that it consists of notjpimore (and nothing
less) than four things: its phonological structure, its pimiogical structure, its
syntactic structure and its semantic structure. Moreanehe literature there are
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numeroudlifferentdefinitions of signs. You should not worry too much here: the
present definition is valid throughothtis book only Other definitions have other
merits.

The power of language to generate so many signs comes frofadhtat it
has rules by which complex signs are made from simpler ones.

(2) Cars are cheaper this year.

In @), we have a sentence composed from 5 words. The meahaaghb word is
enough to understand the meaninddf (2). Exactly how thisssible is one ques-
tion that linguistics has to answer. (This example requirete a lot of machinery

to be solved explicitly!) We shall illustrate the approaaken in this course. We
assume that there is a binary operatigrcalled merge which takes two signs
and forms a new sigm. operates on each of the strata (or levels of manifestation)
independently. This means that there are four distinctaimers,®, @, ©, and

®, which simultaneously work together as follows.

o1 o) o102
A1 A2 A1 O A2
3 [ ] =
®) M1 H2 H1 @ 2
1 V9 m1®

Definition 2 A language is a set of signs. Arammar consists of a set of signs
(calledlexicon) together with a finite set of functions that each operateignss

Typically, though not necessarily, the grammars that listgudesign for natural
languages consist in the lexicon plus a single binary ojmeratof merge. There
may also be additional operations (such as movement), bsitalesume for the
moment that this is not so. Such a grammar is saigdoeratethe following
language £ set of signs).:

O Each member of the lexicon is In
O If SandS’ areinlL,thensoiS e S'.

O Nothing else isirL.
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(Can you guess what a general definition would look like?) WA@lsow give

a glimpse of how the various representations look like andtwiese operations
are. It will take the entire course (and much more) to understthe precise
consequences of Definitiofis 1 ddd 2 and the idea that opesadie defined on
each stratunindependently But it is a very useful one in that it forces us to be
clear and concise. Everything has to be written into one ®efépresentations in
order to have anfeect on the way in which signs combine and what tffeat of
combination is.

For example(® is typically concatenation, with a blank added. Let us repre
sent strings by, ¥ etc., and concatenation by So,

4) dac”xy = dacxy
(5) adf " O°xy = adf xy

Notice that visually[ (‘blank’) is not represented at the end of a word. In com-
puter books one often uses the symbab represent the blank. (Clearly, though
the symbol is diterent from the blank!) Blank is a symbol (on a typewriter you
have to pressspace]to get it. Sox~0 is notthe same as! Now we have

(6) X@Y:=x07y

For example, the sign ‘this year’ is composed from the sighs™and ‘year’.
And we have

(7) this year = [this year} = [this]p ® [year = this O year

This, however, is valid only for words and only for writtemtguage. The com-
position of smaller units is élierent. No blank is inserted. For example, the sign
‘car’ the plural sign ‘s’ (to give it a name) compose to give tign with expo-
nent/cars/, not/car s/. Moreover, the plural ofnan/ is /men/, so it is not at all
formed by addings/. We shall see below how this is dealt with.

Morphology does not get to see the individual makeup of itissurin fact,
the diference between ‘car’ and ‘cat’ is morphologically spealasgreat as that
between ‘car’ and ‘moon’. Also, both are subject to the sarneamological rules
and behave in the same way, for example form the plural byngddi. That
makes them belong to the same noun class. Still, they areexbas diferent
morphemes. This is because they are manifestéerdntly (the sound structure is
different). Therefore we distinguish between a morpheme amadatphological
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structure. The latter is only the portion that is needed on the morpfio&d
stratum to get everything right.

Definition 3 A morphemeis an indecomposable sign.

A morpheme can only be defined relative to a grammar. If we oalge, then
S is a morpheme of there are 18 andS” with S = S’ ¢ S”. (If you suspect
that essentially the lexicon may consist in all and only trmphemes, you are
right. Though the lexicon may contain more elements, it caoontain less.) A
word is something that is enclosed by blanks/anghunctuation marks. So the
punctuation marks show us that a morpheme is a word. To mtmgydcar’ is
known as a noun that takes an s-plural. We write

MOR : N
cLs : s-pl

(8)

to say that the item is of morphological category ‘n’ (nontjrend that it has
inflectional category ‘s-pl’ (which will take care of the tatat its plural will be
formed by adding ‘s’).

To the syntactic stratum the item ‘cars’ is known only as agllooun despite
the fact that it consists of two morphs. Also, syntax is nt¢liested in knowing
how the plural was formed. The syntactic representatioretbee is the follow-

ing.

) [CAT : N]

NuM o pl

This says that we have an object of category N whose numbéurnal pWe shall
return to the details of the notation later during the coulmw, for the merge on
the syntactic stratum let us look again at ‘this year’. Theosel part, ‘year’ is a
noun, the first a determiner. The entire complex has the oatexf a determiner
phrase (DP). Both are singular. Hence, we have that in syntax

(10) [CAT D](D[CAT N]:

NUM  Sg NUM  Sg

car : DP
NUM  Sg

This tells us very little about the action @. In fact, large parts of syntactic
theory are consumed by finding out what merge does in syntax!
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Semantical representations are too complex to be explaiee(it requires a
course in model-theory or logic to understand them). Wel shatefore not say
much here. Fortunately, most of what we shall have to sayw#irbe clear even
without further knowledge of the structures.fiiee it to say, for example, that the
meaning of ‘car’ is the set of all cars (though this is a massimplification this
is good enough for present purposes); it is clearfjedent from the meaning of
‘cat’, which is the set of all cats. Further, the meaning af& is the set of all sets
of cars that have at least two members. The operation of faythie plural takes
a setA and produces the set of all subset®\dahat have at least two members. So:

(12) [S]s :{®, 9,0, &}
{8, 0}, {#, 0}, {#, 8}, {0, 0}, {O, &}, {0, &},
{‘7 o’ <>}7 {‘, Q, *}7 {‘, <>7 ‘}, {O, <>7 *}7 {07 <>7 &}7
{6,0,0,8}}
With this defined we can simply say th@t is function application.
(12) M@EN = M(N) |fdef|n§d,
N(M) otherwise.

The function is [s} and the argument is [cay] which is the set of all cars. By
definition, what we get is the set of all sets of cars that halesst two members
in it. Our typographical convention is the following. For aen word, say ‘cat’
the semantics is denoted by sans-serife font plus an added:mat’.

Here is a synopsis of the merge of ‘this’ and ‘year’.

this’ 1 [ year’ 1 [ this’(year’)
CAT D CAT N CAT DP
NUM  SQ NUM S NUM  SQ
(13) o =
MOR N MOR N MOR  Np
[ CLS abl [ CLS s-pl ] [ CLS *
this || year | | this year

(Here, ‘abl’ stands for ‘ablaut’. What it means is that thstatiction between sin-
gular and plural is signaled only by the vowel. In this casehidinges from [i]
to [i]. * means: no value.) One may ask why it is at all necessary tmdist
guish morphological from syntactic representation. Sanmguists sharply divide
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between lexical and syntactical operations. Lexical ajna are those that op-
erate on units below the level of words. So, the operatioh ¢benbines ‘car’
and plural is a lexical operation. The signs should have noif@station on the
syntactical stratum, and so by definition, then, they shawldbe called signs.
However, this would make the definition unnecessarily cocagtd. Moreover,
linguists are not unanimous in rejecting syntactic repregens for morphemes,
since it poses more problems than it solves (this will beegoittvious for so-called
polysynthetic languages). We shall not attempt to solveptibblem here. Opin-
ions are quite diverse and most linguists do accept that isex separate level of
morphology.

A lastissue that is of extreme importance in linguistich et of deep and sur-
face structure. Let us start with phonology. The sound spading to the letter
/1/ differs from environment to environment (see Page 525 of Fromikiral.).
The ‘I in the pronunication ofslight/ is different from the ‘I’ in (the pronun-
ciation of)/1listen/. If we pronouncglisten/ using the ‘I sound ofslight/
we get a markedly dierent result (it sounds a bit like Russian accent). So, one
letter has dterent realizations, and thefiirence is recognized by the speakers.
However, the dierence between these sounds is redundant in the language. In
fact, in written language they are represented by just ongsy. Thus, one dis-
tinguishes ghone (= sound) from gphoneme(= set of sounds). While phones
are language independent, phonemes are not. For exampleftdr/p/ has two
distinct realizations, an aspirated and an unaspirated lbmeaspirated inpot/
but unaspirated ipspit/. Hindi recognizes two distinct phonemes here. A sim-
ilar distinction exists in all other strata, though we slally use the distinction
betweemmorph andmorpheme A morpheme is a set of morphs. For example,
the plural morpheme contains a number of morphs. One of tlesists in the
letter /s/, another in the lettergen/ (which are appended, as jox/:/oxen/), a
third is zero (fish/:/fish/). And some more. The morphs of a morpheme are
called allomorphs of each other. If a morpheme has sevdamhatphs, how do
we make sure that the correct kind of morph is applied in comatimn? For ex-
ample, why is the plural ofcar/ not/caren/ or /car/? The answer lies in the
morphological representation. Indeed, we have propossdbrphological rep-
resentations contain information about word classes. ifieans that for nouns it
contains information about the kind of plural morph thatliewaed to attach to it.

If one looks carefully at the setup presented above, thedigin between deep
and surface stratum is however nonexistent. There is nmdigtn between mor-
pheme and morph. Thus, either there are no morphs or thermar®mrphemes.



Lecture 1: Introduction 11

Both options are theoretically possible.

Some notesThe idea of stratification is implicit in many syntactic thes.
There are dterences in how the strata look like and how many there Bemns-
formational grammar recognizes all four of the strata (they have been called
Logical Form (for the semantical stratun®-structure (for syntax) and®honetic
Form or PF (for phonological stratum). Morphology has sometimes lsasid-
ered a separate, lexical stratum, although some theoaesXémpleDistributed
Morphology) try to integrate it into the overall framework.exical Functional
Grammar (LFG) distinguisheg(onstituent)-structure (= syntax),a(rgument)-
structure, f(unctional)-structure andm(orphological)-structure.

There has also beeBtratificational Grammar , which basically investigated
the stratal architecture of language. Théatence with the present setup is that
Stratificational Grammar assumes independent units atraths For example,

a morpheme is a citizen of the morphological stratum. Thepmeme ‘car’ is
different from the morpheme ‘cat’, for example. Moreover, theifige ‘car’ is
once again dferent from the morpheme ‘car’, and so on. This multiplies the
linguistic ontology beyond need. Here we have defined a namnghto be a sign

of some sort, and so it has just a manifestation on all stedkeer than belonging
to any of them. That means that our representation showsfferatice on the
morphological stratum, only on the semantical and the plogncal stratum.

Alternative Readingl recommendFromkin, 2000 for alternative perspec-
tive. Also[O’Gradyet al, 2004 is worthwhile though less exact.
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Phonetics is the study of sounds. To understand the mechahic
human languages one has to understand the physiology ofitharh
body. Letters represent sounds in a rather intricate wayis fiis
advantages and disadvantages. To represent sounds by ieten
accurate and uniform way the International Phonetic AlghdlirA)
was created.

We begin with phonology and phonetics. It is important toenstand the dier-
ence between phonetics and phonology. Phonetics is thg stadtual sounds of
human languages, their production and their perceptiois. ritlevant to linguis-
tics for the simple reason that the sounds are the primargigéilymanifestation of
language. Phonology on the other hand is the study of seystémsThe difer-
ence is roughly speaking this. There are countlefsréint sounds we can make,
but only some count as sounds of a language, say English. dviereas far as
English is concerned, many perceptibly distinct soundsiateonsidered ‘dier-
ent’. The letteyp/, for example, can be pronounced in manffetient ways, with
more emphasis, with more loudness, witlffelient voice onset time, and so on.
From a phonetic point of view, these are alifdrent sounds; from a phonological
point of view there is only one (English) sound,mroneme|p].

The difference is very important though often enough it is not eviddrether
a phenomenon is phonetic in nature or phonological. Engl@hexample, has
a basic sound [t]. While from a phonological point of view rinés only one
phoneme [t], there are infinitely many actual sounds thdtzeeghis phoneme.
So, while there are infinitely manyféierent sounds for any given language there
are only finitely many phonemes, and the upper limit is arol@@ English has
40 (see Tabl€l7). The filerence can be illustrated also with music. There is a
continuum of pitches, but the piano has only 88 keys, so youptaduce only
88 different pitches. The chords of the piano are given, so thatdke lsound
colour and pitch cannot be altered. But you can still mamfithe loudness,
for example. Sheet music reflects this stateftdies in the same way as written
language. The musical sounds are described by discrets #igrkeys. Returning
now to language: the flerence between variousidirent realizations of the letter
/t/, for example, are negligeable in English and often enoughame@ot even tell
the diference between them. Still, if we recorded the sounds angeaihem
out in a spectrogram we could actually see thféedence. (Spectrograms are one
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Table 1: The lettefx/ in various languages

Language Value
Albanian [&k]
Basque [X]
English [gz]
French [0Z]
German [ks]
Portuguese I
Spanish [c]

Pinyin of Mandarin  §]

important instrument in phonetics because they visuabzmds so that you can
see what you often even cannot hear.) Other languages csibtimel continuum
in a different way. Not all realizations gt/ in English sound good in French,
for example. Basically, French speakers pronoyngevithout aspiration. This
means that if we think of the sounds as forming a ‘space’ theadled basic
sounds of a language occupy some region of that space. Tégisas vary from
one language to another.

Languages are written in alphabets, and many use the Latialaét. It turns
out that not only is the Latin alphabet not always suitablediher languages,
orthographies are often not a reliable source for prontieciaEnglish is a case
in point. To illustrate the problems, let us look at the faliog tables (taken from
[Coulmas, 200B. Table[l concerns the values of the letterin different lan-
guages: As one can see, the correspondence between letles®ands is not
at all uniform. On the other hand, even in one and the sameutyeythe cor-
respondence can be nonuniform. Tafle 2 lists ways to repr¢geis English
by letters. Basically any of the vowel letters can repre$eint This mismatch
has various reasons, a particular one being language claawg@ialectal dter-
ence. The sounds of a language change slowly over time. Ifouldear a
tape recording of English spoken, say, one or two hundretsyago in one and
the same region, we would surely notice &efience. The orthography however
tends to be conservative. The good side about a stable gvatistem is that we
can (in principle) read older texts even if we do not know howitonounce them.
Second, languages with strong dialectal variation oftewfixing according to
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Table 2: The sound] in English

Letter Example

a about

e believe

i compatible
o oblige

u circus

one of the dialects. Once again this means that documentsds¥stood across
dialects, even though they are read otfedently.

| should point out here that there is no unique pronunciabiany letter in
a language. More often than not it has quite distinct vaues. ekample, the
letter /p/ sounds quite dierent in/photo/ as it does inplus/. In fact, the sound
described byph/ is the same as the one normally describedfsyfor example
in /flood/). The situation is that we nevertheless ascribe a ‘normalie/to a
letter (which we use when pronouncing the letter in isotatio in reciting the
alphabet). This connection is learned in school and is dareowriting system,
by which | mean more than just the rendering of words into seqas of letters.
Notice a curious fact here. The lettdy is pronounced likgbee/ in English,
with a subsequent vowel that is not part of the value of thedetn Sanskrit, the
primitive consonantal letters represent the consonasst[glywhile the recitation
of the letter is nowadays done without it. For example, theetgor “b” has
value [»] when used ordinarily, while it is recited [b]. If one doestweant a
pronunciation with schwa, the letter is augmented by a strok

In the sequel | shall often refer to the pronunciation of teletoy that | mean
the standard value assigned to it in reciting the alphalmtielier without the
added vowel. This recipe is, | hope, reasonably clear, thagas shortcomings
(the recitation ofw/ reveals little of the actual sound value).

The disadvantage for the linguist is that the standard grqghies have to be
learned (if you study many fierent languages this can be a big impediment) and
second they do not reveal what is nevertheless importaatsabind quality. For
that reason one has agreed on a special alphabet, the esdtntdirnational Pho-
netic Alphabet (IPA). In principle this alphabet is designed to give an accurate
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written transcription of sounds, one that is uniform forlalhguages. Since the
IPA is an international standard, it is vital that one untherds how it works (and

can read or write using it). The complete set of symbols iseratomplex, but

luckily one does not have to know all of it.

The Analysis of Speech Sounds

First of all, the continuum of speech is broken up into a sageeof discrete
units, which we referred to as sounds. Thus we are analyaimgubhge utterances
as sequences of sounds. Right away we mention that theresiscaption.Into-
nation andstressare an exception to this. The sentences below are distimgt on
in intonation (falling pitch versus falling and rising pitc

(14) You spoke with the manager.
(15) You spoke with the manager?

Also, the word/protest/ has two diterent pronunciations; when it is a noun the
stress is on the first syllable, when it is a verb it is on theosdc Stress and
intonation obviously fiect the way in which the sounds are produced (changing
loudness and or pitch), but in terms of decomposition of an utterance seg-
ments intonation and stress have to be taken apart. We shaihrto stress later.
Sufice it to say that ifPA stress is marked not on the vowel but on the syllable
(by a [] before the stressed syllable), since it is though to be aety of the
syllable. Toneis considered to be a suprasegmental feature, too. It daggayo

a role in European languages, but for example in languag&owoth East Asia
(including Chinese and Vietnamese), in languages of Afiioé Native American
languages. We shall not deal with tone.

Sounds are produced in the vocal tract. Air is flowing throtighmouth and
nose and the characteristics of the sounds are manipulgtseveral so-called
articulators. A rough picture is that the mouth aperture is changed by ngpvi
the jaw, and that the shape of the cavity can be manipulatethdoyongue in
many ways. The parts of the body that are involved in shagiegsbund, the
articulators, can beactive (in which case they move) gassive The articulators
are as follows:oral cavity, upper lip, lower lip, upper teeth, alveolar ridge
(the section of the mouth just behind the upper teeth stregdio the ‘corner’),
tongue tip, tongue blade(the flexible part of the tonguelpngue body, tongue
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Table 3: IPA consonant column labels

Articulators involved

bilabial the two lips, both active and passive

labiodental active lower lip to passive upper teeth

dental active tongue tiplade to passive upper teeth

alveolar active tongue tiplade to passive front part of alveolar
ridge

postalveolar active tongue blade to passive behind alveola

retroflex active tongue tip raised or curled to passive posta
olar (difference between postalveolar and retroflex:
blade vs. tip)

palatal tongue bladeody to hard palate behind entire alveo-
lar ridge

velar active body of tongue to passive soft palate (some-
times to back of soft palate)

uvular active body of tongue to passive (or active) uvula

pharyngeal active bodsoot of tongue to passive pharynx

glottal both vocal chords, both active and passive

root, epiglottis (the leaf-like appendage to the tongue in the pharyplrynx
(the back vertical space of the vocal tract, between uvuldamynx),hard palate
(upper part of the mouth just above the tongue body in norroaltipn), soft
palate or velum (the soft part of the mouth above the tongue, just behind &éne h
palate),uvula (the hanging part of the soft palate), aiadynx (the part housing
the vocal chords). For most articulators it is clear whethey can be active or
passive, so this should not need further comment.

Itis evident that theocal chordsplay a major role in sounds (they are respon-
sible for the distinction betweearpicedandunvoiced), and the sides of the tongue
are also used (in sounds knownaterals). Table[3 gives some definitions of pho-
netic features in terms of articulators for consonantsu@wal labels here refer to
what defines thelace of articulation as opposed to thmanner of articulation.
Thedegree of constrictionis roughly the distance of the active articulator to the
passive articulator. The degree of constriction plays ¢éssrole in consonants,
though it does vary, say, between full contact [d] and ‘cleseounter’ [z], and
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Table 4: Constriction degrees for consonants

stop active and passive articulators touch an hold-to-seal
(permitting no flow of air out of the mouth)

trill active articulator vibrates as air flows around it

tapflap active and passive articulators touch but don't hold
(includes quick touch and fast sliding)

fricative active and passive articulators form a small tocs
tion, creating a narrow gap causing noise as air passes
through it

approximant active and passive articulators form a largesicie-
tion, allowing almost free flow of air through the vo-
cal tract

it certainly varies during the articulation (for examplesffricates [dz] where the
tongue retreats in a slower fashion than with [d]). Thanner of articulation
combines the degree of constriction together with the wafidinges in time. Ta-
ble[4 gives an overview of the main terms used in the IPA andeTalidentifies
the row labels of the IPA chart. Vowelsftér from consonants in that there is
no constriction of air flow. The notions of active and passviculator apply.
Here we find at least four degrees of constrictiologe close-mid open-mid
andopen), corresponding to the height of the tongue body (plus degfenouth
aperture). There is a second dimension for the horizontsitipa of the tongue
body. The combination of these two parameters is often giwehe form of a
two dimensional trapezoid, which shows with more accuraeygdosition of the
tongue. There is a third dimension, which defines the roun¢ound versus
unrounded, which is usually not marked). We add a fourth dimensiasalver-
susnonnasal depending on whether the air flows partly through the nosalyr
through the mouth.

Naming the Sounds

The way to name a sound is by stringing together its attrdboutlowever, there is
a distinction between naming vowels and consonants. Festagcribe the names
of consonants. For example, [p] is described as a voicdidsbial stop, [m] is
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Table 5: IPA consonant row labels

plosive a pulmonic-egressive, oral stop

nasal a pulmonic-egressive stop with a nasal flow; not a plo-
sive, because not oral

fricative a sound with fricative constriction degree; imegl

that airflow is central
lateral fricative a fricative in which the airflow is lateral
approximant a sound with approximant constriction degige€;
plies that the airflow is central
lateral approxi- an approximant in which the airflow is lateral
mant

Table 6: IPA vowel row and column labels

close compared with other vowels, overall height of tongue
is greatest; tongue is closest to roof of mouth (also:
high)

open compared with other vowels, overall height of mouth

is least; mouth is most open (also: low)
close-mid, open-mid intermediate positions (also: fmigpermid/ lower-

mid)

front compared with other vowels, tongue is overall for-
ward

central intermediate position

back compared with other vowels, tongue is overall back

(near pharynx)
rounded lips are constricted inward and protruded forward
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called a (voiced) bilabial nasal. The rules are as follows:
(16) voicing place manner

Sometimes other features are added. If we want to descripevfpsay that it
is a voiceless bilabial aspirated stop. The additional ifpation ‘aspirated’ is a
manner attribute, so it is put after the place descriptian fefore the attribute
‘stop’, since the latter is a noun). For example, the segeiévmiced retroflex
fricative’ refers to f], as can be seen from the IPA chart.

Vowels on the other hand are always described as ‘voweld adirthe other
features are attributes. We have for example the desamnipfify] as ‘high front
rounded vowel’. This shows that the sequence is

(17) height place lip-attitude [nasality] vowel

Nasality is optional. If nothing is said, the vowel is not als

On Strict Transcription

Since IPA tries to symbolize a sound with precision, thera tension between
accuracy and usefulness. As we shall see later, the way aepteis realized
changes from environment to environment. Some of thesegelsaare so small
that one needs a trained ear to even hear them. The questitreiser we want
the diference to show up in the notation. At first glance the answamseo be
negative. But two problems arise: (a) linguists sometidesant to represent the
difference and there should be a way to do that, and (b) a corfteitieakers
of one language do not even hear might turn out to be distmeind relevant
in another. (An example is theftikrence between English [d] (alveolar) and a
sound where the tongue is put between the teeth (dental).e $mmguages in
India distinguish these sounds, though | hardly hearfi@idince.) Thus, on the
one hand we need an alphabet that is highly flexible on the etealo not want
to use it always in full glory. This motivates using varioystems of notation,
which differ mainly in accuracy. Tablé 7 gives you a list of English shesounds
and a phonetic symbol that is exact insofar that knowing Bfe would tell an
English speaker exactly what sound is meant by what symbdlagv attention
however to the sound [a], which according to the IPA is noduseAmerican
English; instead, we findu].) This is calledbroad transcription. The dangers
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of broad transcription are that a symbol like [p] does noeed\exact details of
which sounds fall under it, it merely tells us that we have i@eless bilabial stop.
Since French broad transcription might use the same syrmppfarthat we might
be tempted to conclude that they are the same. But they are not

Thus in addition to broad transcription there exists styraharrow transcrip-
tion, which consists in adding more information (say, wieetlp] is pronounced
with aspiration or not). Clearly, the precision of the IPAlimited. Moreover,
the more primitive symbols it has the harder it is to memoriieerefore, IPA is
based on a set of a hundred or so primitive symbols, and a nushbde&critics by
which the characteristics of the sound can be narrowed down.

Notes on this sectiorThe book[Rodgers, 2000gives a fair and illuminating
introduction to phonetics. It is useful to have a look at tbive sound chart at

http://hctv.humnet.ucla.edu/departments/linguistics/
VowelsandConsonants/course/chapterl/chapterl.html

You can go there and click at symbols to hear what the correipg sound is. A
very useful source is also the Wikipedia entry.

http://en.wikipedia.org/wiki/International_Phonetic_Alphabet


http://hctv.humnet.ucla.edu/departments/linguistics/VowelsandConsonants/course/chapter1/chapter1.html
http://en.wikipedia.org/wiki/International_Phonetic_Alphabet
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Table 7: The Sounds of English

Phonetic Symbol

Word illustrating it

O~NOOT A WN P

15
16
17
18
19

20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40

PP occofogPoT TsFaxTge T T NOXPR DA< 300

o (Orsorr)
a
a
a

Fope
barber
mum

fife

vital, live
taunt

Ceed

nun

rare
thousandth
ths, breatle
®urce, fuss
zanies
stush
measire

Iul

church
judge

yoke

edge
btle, attack
faher
fought
roal
bodk, shoud
foal
aoma
but
bird
ride
house
boy
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Figure 2: IPA Vowel Chart
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Phonology I: Features and Phonemes

This chapter will introduce the notionsfgfatureandphonemeMore-
over, we show how the formalism attribute value structuresffers

a succinct way of describing phonemes and phoneme classest- A
ural classis one which can be described by a single attribute value
structure.

Distinctiveness

There is a continuum of sounds but there is only a very limstetbf distinctions
that we look out for. It is the same with letters: although yaum write them in
many diferent ways most élierences do not matter at all. There are hundreds
of different fonts for example, but whether you write the lettedite this: a or

like this: 4, it usually makes no dlierence. Similarly, some phonetic contrasts are
relevant others are not. The question is: what do we meanlbyarece? The
answer is: if the contrast makes dfdrence in meaning it is relevant. The easiest
test is to find to words that meanfidrent things but dier only in one sound.
These are callethinimal pairs. Table[8 shows some examples of minimal pairs.
We see from the first pair that the change from [h] to [k] mayuices a change
in meaning. Thus the contrast is relevant. In order for thise meaningful at all
we should spell out a few assumptions. The first assumptiiabkshed in the
last section, is that the sound stream is segmentable intguemand identifiable
units. The sound stream of an utterancéhaft/ will thus consist of three sounds,
which | write as [h], [ee] and [t]. Similarly, the sound streaan utterance of
/cat/ consists of three sounds, [K], [ee] and [t]. The next asswnps that the
two sequences are of equal length, which allows us to aligmp#nticular sounds
with each other:

h & t
(18) o o o
k & t

And the third assumption is that we can actually ‘exchangeipular occurrences
of sounds in the stream. (Technically, one can do this noyslgausing software
allowing at manipulate any parts of a spectrogram. From #oudatory point
of view, exchanging exact sounds one by one is impossiblausecof adapta-
tions made by the surrounding sounds. The realisation ofjéigh likelihood be
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slightly different whether it is preceded by [h] or by [k].) Given all thigg de-
clare the sound stream to be a minimal pair just in case they tiferent mean-
ing. Clearly, whether they do or not is part of what the largguss; recall that a
language is a relation between exponents (here: soundnstyead meanings.

Definition 4 (Minimal Pair) Two sound streams form a minimal pair, if their seg-
mentations are of the same length, and one can be obtainedtfie other by
exchaning just one sound for another, and that the changdtgeim a change of
meaning.

It is to be stressed that minimal pairs consist of two entioeds, not just single
sounds (unless of course these sowardsvords). | should emphasise that by this
definition, for two words to be minimal pair they must be of adength in terms
of how many basic sounds constitute them, not in terms of hawynalphabetic
characters are needed to write them. This is because we ovestiablish the units
of speech, not of writing. The same length is important foueety formal reason:
we want to be sure that we correctly associate the soundseath other. Also,
there is no doubt that the presence of a sound constraststsvidbsence, so we
do not bother to check whether the presence of a sound makésredce, rather
whether the presence tifis sound makes a fierence other the presence of some
othersound at a given position.

Likewise, (b) shows that the contrast [p]:[t] is relevamb¢h which we deduce
that the contrast labial:dental is relevant, though foeo#ounds it need not make
a difference). (c) shows that the contrast [ad]if relevant, and so on. Many of
the contrasts between the 40 or so basic sounds of Englishecdemonstrated
to be relevant by just choosing two words that are minimailffedent in that one
has one sound and the other has the other sound. (Althougtvdiild require to
establish (46 39)2 = 780 minimal pairs, one is usually content with far less.) Let
us note also that in English certain sounds just do not eéx@stexample, retroflex
consonants, lateral fricatives are not used at all by Englfgeakers. Thus we
may say that English uses ordgmeof the available sounds, and other languages
use others (there are languages that have retroflex cortspf@mexample many
languages spoken in India). Additionally, the set of Erigisunds is divided into
40 groups, each corresponding to one letter in Teble 7. Toeses are called
phonemes(and correspond to the 40 letters used in the broad tratiserjpThe
letter ‘I' for example pretty much corresponds to a phoneménglish, which in
turn is realized by many distinct sounds. The IPA actuallyves to represent the
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Table 8: Some Minimal Pairs in English

(@) hat [heet] :cat [kMeet]
(b) cat [kMeet] :cap [k"eep]
(c) cap [k"eep] :cup [k"ap]

(d) flight [flait] : fright [fiait]
(e) flight [flait] : plight [plait]

different sounds to some degree:

file [fall] slight [‘Sljlait] wealth ['welf] listen [lison]
(19) fool [fut] flight ['fllait] health ['helf] lose [luz]
all ['at] plow [ pllaw] filthy [fil0i] allow [o'lav]

The phoneme therefore contains the ‘soundslﬁ], [I]and [l]. (In fact, since the
symbols are again only approximations, they are themsabesounds but sets of
sounds. But let’s ignore that point of detail here.) Thedwaihg picture emerges.
Utterances are strings of sounds, which the hearer (sublcwusdy) represents as
sequences of phonemes:

sounds — 01 02 O3 Oa

(20)
phonemes — p1 P2 Ps P4

The transition from sounds to phonemes is akin to the tiamsftom narrow
(Z1)) to broad ((ZR)) transcription:

(21) ['ddis izo fo'neri’k {s"1eon skupfin]
(22) [O1s izo founedik traenskipfon]
(23) this is a phonetic transcription

The conversion to phonemic representation means that &iloloomation about
the actual sound structure is lost, but what is lost is imneltéo the message
itself.

We mention right away that theftierent sounds of a phoneme do not always
occur in the same environment. If one soundan always be exchanged by
of the same phoneme, thenando’ are said to be ifree variation. If however
o ando’ are not in free variation, we say that the realization of thereme as
eithero or ¢~ is conditioned by the context
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Table 9: Phonemes of English

Consonants
bila- labio- den- alve- palato- pala- velar glot-
bial dental tal olar alveolar tal tal
stops | vl |/p/ L/ /K/
vd | /by /d/ [dg/ /9/
frica- | Vi ff] N Mty
tives vd N/ /A
nasals /my /n/ /n/
appro- | lat NN
ximants| cnt | /w/ /1 i/

vl = voiceless, vd:= voiced, lat= lateral, cnt= central

Vowels and Diphthongs

front central back diphthongs
unrounded unrounded unrounded rounded
upper highj /i/ v/ /ay, av,
lower high | /I/ Ju/ /ov/
upper mid | /e/ /o/ /o/ syllabic
lower mid | /¢/ /A/ consonant
low /& /a/ /7]

Table® gives a list of the phonemes of American English. Tdreted brackets
denote phonemes not sounds, but the sounds are nevertigkss IPA. On the
whole, the classification of phonemes looks very similahtat bf sounds. But
there are mismatches. There is a series of sounds, cliecates, which are
written as a combination of a stop followed by a fricative:giish has two such
phonemes, [t and [d]. Similarly, diphthongs, which are written like sequences
of vowels or of vowel and glide, are considered just one phwneNotice also that
the broad transcription is also hiding some diphthongs, & as in/able/. This
is a sequence of the vowel [e] and the glide [j]. The reasonmasthe vowel [e] is
obligatorily followedby [j] and therefore mentioning of [j] is needless. (However
unless you know English well you need to be told this fact.g $hquence [ai] is
different in that [a] is not necessarily followed [1], whencetimg the sequence is
unavoidable.



28 Lecture 3: Phonology |

Some Concerns in Defining a Phoneme

So while a phone is just a sound, a concrete, linearly indposaible sound (with
the exception of certain diphthongs arfiriaates), a phoneme on the other hand
is a set of sounds. Recall that in the book a phoneme is deftineé & basic
speech sound. It is claimed, for example, that in Maasai[fij]and [3] are in
complementary distribution. Nevertheless Maasai is saithive a phonem#gy,
whose feature specification is that of [p]. This means amahgrdhat it can only

be pronounced as [p]. This view has its justification. Howetlee theoretical
justification is extremely diicult. There is no reason to prefer one of the sounds
over the other. By contrast we define the following. Letenote concatenation.

Definition 5 (Phoneme) A phoneme is a set of phones<speech sounds). In a
language L, two sounds a and b belong to the same phoneme drdyd for all
strings of soundg andy: if bothX"ay andx b~y belong to L, they have the same
meaning. a and b arallophonesif and only if they belong to the same phoneme.

We also say the following. IK"a"y € L then the paiKX, ¥), which we writeX Y
is anenvironment for ain L. Another word for environment isontext

So, if a andb belong to the same phoneme, then either in a given word (or
text) containinga one cannot substitutefor a, or one can but the result has the
same meaning; and in a text containingomewhere either one cannot substitute
a for b or one can and the result has the same meaning. Take the sjpunds
and [] in (American) English (see Page 529 [Bfromkin, 2000). They are in
complementary distribution, that is, in a contekt ¥ at most one of them can
appear. So, we havalg ro] but not [dets] (the context isdé_ ). (The second
sounds British.) On the other hand we hatteep] but not [reen] (the context
is'__een). (Notice that to pronoungdata/ [ déts] or even [det"s] is actually
not illegitimate; this is the British pronunciation, andstunderstood though not
said. The meaning attributed to this string is just the saiftee complications
arising from the distinction between how something is proreed correctly and
how much variation is tolerated shall not be dealt with He@n the other hand,
if we change the position of the tongue slightly (producsay [{ in place of [t]),
the resulting string is judged to be the same. Hence it alsensiéhe same. We
say that [t] and [tare infree variation. So, two allophones can in a given context
either be in complementary distribution (or can occur amddtiner cannot) or in
free variation (both can occur). This can vary from contextantext, though.
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Definition 6 (Phoneme) If L is a language, and p a specific sound thgy,
denotes the phoneme containing p in L.

The definition in[Fromkin, 200 of a phoneme asne of the basic speech sounds
of a languages different from ours. So it needs comment why we do fieal
ently. First, it needs to be established what a basic speroidss. For example,
in Maasai [p] and [}] are in complementary distribution. By our definition, the
sounds instantiating either [p] of][ all belong to the same Maasai phoneme,
which we denote byp/vaasai BUt iS/Pp/maasai@ basic speech sound? How can we
know? It seems that Fromkin et al. do not believe that it iseyTtake instead the
phoneme to be [p], and assume that the context distorts éigaton. Now look

at English. The sound [p] is sometimes pronounced with agpir and some-
times not. The two realizations of the letygy, [p] and [g'] do not belong to the
same phoneme in Hindi. If this is the case it iffidult to support the idea that
/P/engiish can be basic. If we look carefully at the definition abovenvialves also
the notion of meaning. Indeed, if we assume that a word/say, has endlessly
many realizations, the only way to tell that we produced gbing that is not

a realization of/car/ is to establish that it does not mean what a realization of
/car/ means. Part of the problem derives from the notation [p],cWisuggests
that it is clear what we mean. But it is known that the moreiisions a lan-
guage makes in some dimension, the narrower defined the $@sdch sounds
are. English, for example, has only two bilabial stops, Wwhiee may write [p]
and [b]. Sanskrit (and many languages spoken in India toliag)four: [p], [],

[b] and [H']. There is thus every reason to believe that the class ofdsotirat
pass for a ‘p’ in English is dissimilar to that in Sanskrit @indi or Thai, which
are similar in this respect). Thus, to be perfect we shoultevip]engiish [P]sanskrit
and so on. Indeed, the crucial parameter that distinguislhdisese sounds, the
Voice Onset Time is aontinuous paramete(The VOT is the delay of the onset
of voicing after the airstream release. The larger it is tloeaf an aspiration we
hear.) The distinction that is binary on the abstract leweis out to be based on
a continuum which is sliced up in a somewhat arbitrary waye d@liscussion also
has to do with the problem of narrow versus wide transcnptid/hen we write
[p] we mean something flerent for English than for Hindi, because it would be
incorrect to transcribe for a Hindi speaker the sound thatzes/p/ in /pal/ by
[p]; we should use [ instead.
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Features

By definition, any set of sounds can constitute a phoneme.ewdexyit turns out
that phonemes are constituted by classes of sounds thatédee properties in
common. These are defined fBatures Features are phonetic, and supposed to
be not subject to cross-language variation. What exactyfeature? The actual
features found in the literature take a (more or less) ddiory standpoint. Take
any sound realizing Englisfb/. It is produced by closing the lips, thereby ob-
structing the air flow (‘bilabial’) and then releasing it,chat the same time letting
the vocal cords vibrate (‘voiced’). If the vocal cords do ndirate we get the
sound corresponding #®/. We can analyse the sound as a motor program that is
executed on demand. Its execution is not totally fixed, s@muian is possible (as

it occurs with all kinds of movements that we perform). Setdhe motor pro-
gram directs various parts of the vocal tracts, some of warehindependent from
each other. We may see this as a music score which has vaadasdqr diferent
‘instruments’. The score for the voicing feature is one efth The value+’ tells

us that the cords have to vibrate during the production oftineesponding sound,
while ‘-’ tells us that they should not. We have to be a bit cautioumgh. It is
known, for example, thab/ is not pronounced with immediate voicing. Rather,
the voicing is delayed by a certain onset time. This onse¢ tiaries from lan-
guage to language. Hence, the actual realization of a feadwliferent across
languages, a fact that is rather awkward for the idea thatgnes are defined by
recourse tphoneticfeatures. The latter should namely be language independent
The problem just mentioned can of course be resolved by rgdkier distinc-
tions with the features. But the question remains: just havelmdetail do the
phonetic features need to give? The answer is roughly thée whonetically we
are dealing with @ontinuousscale (onset time measured in milliseconds), at the
phonemic level we are just looking at a binary contrast.

We shall use the following notation. There is a set of soeckdlttributes and
a set of so-callegalues A pair [arr : val] consisting of an attribute and a value
is called afeature. We treat+voiced as a notational alternative obfcep : +].
An attribute is associated withvalue range For phonology, we may assume the
following set of attributes:

(24) PLACE, MANNER, VOICED, CONSONANTAL, ASPIRATED, APERTURE, . . .
and we may assume the following set of values:

(25) bilabial labiodentalplosive approximanthigh, mid, +, —, . ..
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The range obLack is obviously diterent from that ofanner, since ‘dental’ is a
value of the former and not of the latter. A set of featuresaited anattribute
value structure (AVS). You have seen AVSs already in the first lecture. The
notation is as follows. The attributes and values are agdnvgrtically, the rows
just having the attribute paired with its value, separated bolon:

PLACE : dental
(26) MANNER : fricative
VOICE  +

Notice that the following are also legitimate AVSs:

pPLACE . dental
pPLACE . dental
MANNER : fricative
VOICE  +

PLACE : dental
PLACE . Uvular
VOICE . +

(27)

The first is identical to[{26) in the sense that it specifies same object (the
features are read conjunctively). The second however datespecify any sound,
since the values given to the same feature are incompafdatures must have
one and only one value.) We say that the second AViidensistent Notice
that AVSs are not sounds, they are just representationsdhesind they may
specify the sounds only partly. | add here that some combimaitnay be formally
consistent and yet cannot be instantiated. Here is an egkampl

CONSONANTAL . —
VOICE N

(28)

This is because vowels in English are voiced. There are adaguages, for ex-
ample Mokilese, which have voiceless vowels. To understamdthis is possible
think about whispering. Whispering is speaking withoutbeal chords vibrat-
ing. In efect, whispering is systematically devoicing every sountatThis does
not remove the distinction between [p] and [b] shows you thatdistinction is
not exclusively a voicing contrast! One additionafdrence is that the lip tension
is higher in [p].

The following is however illegitimate because it gives anatorLace that is
outside of its value range.

PLACE ; fricative
VOICE : +

(29) [
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There is a number of arguments that show that features @irst.and foremost
the features encode a certain linguistic reality; the femtuhat we have spoken
about so far have phonetic content. They speak about atorylproperties. It
so happens that many rules can be motivated from the facttibatocal tract
has certain properties. For example, in German the finalaw@rgs of words (to
be exact, of syllables) are all voiceless (see the discnssioPagé49). This is
so even when there is reason to believe that the consonanestign has been
obtained from a voiced consonant. Thus, one proposes a fuaevoicing for
German. However, it would be unexpected if this rule wouldh {g] into [t]. We
would rather expect the rule to turn [g] into [k], [b] into [ghd [d] into [t]. The
guestions that arise are as follows:

0 Why is it that we expect matters to be this way?

0 How can we account for the change?

The first question is answered as follows: the underlying rsilnot a rule that
operates with a lookup table, showing us what consonantaaggd into what
other consonant. Rather, it is encoded as a rule that sagplysiemove the voic-
ing. For this to make sense we need to be able to independanttyol voicing.
This is clearly the case. However, it is one thing to obsea this is techni-
cally possible and another to show that this fieetively the rule that speakers
use. One way to check that this iectively the rule is to make Germans speak a
different language. The new language will have new sounds, bshaleobserve
Germans still devoice them at the end of the word. (You cam tiean do this
in English, for example. The prediction is this that—if thegn at all produce
these sounds—at the end of a word [8] will come outtq3 Moreover, they will
not randomly choose a devoiced consonant but will simplk ghe appropriate
voiceless counterpart.

Ideally, we wish to write the rule of devoicing in the follawg way.

CONSONANTAL : +

(30) VOICE .+

CONSONANTAL : +
VOICE —

| _#

It will turn out that this can indeed be done (the next chaptevides the details of
this). This says that a consonant becomes devoiced at thef endlord. The part
before the arrow specifies the situation before the ruleegphe part to the right
and before the slash show us how it looks after the applicaifdhe rule. The
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part after the slash shows in what context the rule may beexpplhe underscore
shows where the left part of the rule must be situated (andevtie right part
will be substituted in its place). Here, it says: it must aagght before #, which
signals the end of a word. The way this rule operates needs ¢xjained. The
German wordgrob/ is pronounced [go:p] (the colon indicates a long vowsey;
is a voiced velar fricative, the fricative equivalent of glhe letter/b/ however
indicates an underlying [b]. Thus we expect this to be araimst of devoicing.
So let’s look at [b]:

CONSONANTAL : -

VOICE : +
31 I
(31) PLACE . bilabial

MANNER : stop

As the sound occurs immediately before #, the rule applieeeMit applies, it
matches the left hand side against the AVS and replaces énawvh the right
hand side of the rule; whatever is not matcheahains the same

CONSONANTAL | - CONSONANTAL -

VOICE : + VOICE : -
32 —_ — _
(32) PLACE . bilabial PLACE : bilabial

MANNER : stop MANNER : stop

Thus, the resulting sound is indeed [p]. You may experimeith wther AVS
to see that the rule really operates as expected. Noticetlibatule contains
[consonaNnTAL : +] On its left but does not change it. However, you cannot sympl
eliminate it. The resulting rule would beftirent:

(33) [VOICE:+]—>[VOICE:—] | _#

This rule would apply to vowels and produce voiceless vow&mce German
does not have such vowels, the rule would clash with the caings of German
phonology. More importantly, it would devoice every worddimowel and thus—
wrongly—predict that German has no word final vowels (cotexample:/Oma/
[oma] ‘grandmother’).

Suppose that you have to say this without features. It is motagh to say that
the voiced consonants are transformed into the voiceless; ave need to know
which voiceless consonant will replace which voiced coasnThe tie between
[p] and [b], between [K] and [g] and so on needs to be estaddisBecause fea-
tures have an independent motivation the correspondergpedfied uniformly
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for all sounds (‘voice’ refers to the fact whether or not tleeal cords vibrate). As
will be noted throughout this course, some rules are nolyrepkcific to one lan-
guage but a whole group of them (final devoicing is a case intpor his seems
to be contradictory, because the rules are stated usingepies) and phonemes
are language dependent, as we have seen. However, this oieled what is in
fact going on. The fact that language has a contrast betw@eadrand voiceless
is independent of the exact specification of what counts,aag voiced bilabial
stop as opposed to a voiceless bilabial stop. Importantistktie contrast exists
and is one of voicing.

For example, Hungarian, Turkish and Finnish both have acalied vowel
harmony. Modulo some fliculties all rules agree that words cannot both con-
tain a back vowel and a front vowel. On the other hand, thetfotose-mid
rounded vowel of Finnish (writtefs/) is pronounced with more lip rounding than
the Hungarian one (also writt¢o/). Nevertheless, both languages systematically
oppose/o/ with /o/, which differs in the position of the tongue body (close-mid
back rounded vowel). The situation is complicated throughfact that Hungar-
ian long and short vowels do not only contrast in length ben & a feature that is
calledtension Finnish/o/ is tense even when short, while in Hungarian itais
(which means less rounded and less close). However, evearifand long vow-
els behave in this way, and even if back and front vowels dferdnt across these
languages, there is good reason to believe that the corgiastween ‘front” and
‘back’, no matterwhat else is involvedThus, among the many parameters that
define the actual sounds languages decide to systemagcaibde only a limited
set (which is phonologically relevant and on which the rapsrate) even though
one still needs to fill in details as for the exact nature ofdhends. Precisely this
is the task ofealization rules. These are the rules that make the transition from
phonemes to sounds. They will be discussed in the next kctur

Natural Classes

Suppose we fix the set of attributes and values for a languaigéhe basis of this
classification we can define the following.

Definition 7 (Natural Class; Provisional) A natural class of sounds is a set of
sounds that can be specified by a single AVS.
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This is still not as clear as | would like this to be. First, weed to something
about the classification system used above.R_be our set of phonemes. Recall
that this set is in a way abstract. It is not possible to compdaonemes across
languages, except by looking at their possible realisatjahich are then sounds).
We then define (using our theoretical or pretheoreticagims) some features and
potential values for them. Next we specify which sounds haliech value to
which attribute. That is to say, for each attribteand valuev there is a set of
phonemes writtenA : v] (which is therefore a subset &f). Its members are
the phonemes that are said to have the valigethe attributeA. This set must be
given for each such legitimate pair. However, not every siystem is appropriate.
Rather, we require in addition that the following holds.

00 For each phonemp, and each featur&there is a valug such thap € [A:
v], that is to,p hasA-valuev.

OIfv+vithen[A:Vv]Nn[A: V] =o. Inother words: the value of attribute
for a given sound is unique.

[0 For every two diferent phonemep, p’ there is a featuré and valuey, v/
suchthawv # vV andpe [A:v]andp € [A:V].

If these postulates are met we speak alassification systenfor P. The last
condition is especially important. It says that the clasatfon system must be
exhaustive. If two phonemes areffédrent we ought to find something that sets
it apart from the other phonemes. This means among othefahatchp the
singleton{p} will be a natural class.

First, notice that we require each sound to have a value fveageature. This
IS a convenient requirement because it eliminates somékegz in the presenta-
tion. You will notice, for example, that vowels are classézhg totally diterent
lines as consonants. So, is it appropriate to say, for exantipht vowels should
have some value taanner? Suppose we do not really want that. Then a way
around this is to add a specific value to the attribute, cadl, iand then declare
that all vowels have this value. This ‘value’ is not a valuetie intended sense.
But to openly declare that vowels have the ‘non value’ helpbeiclear about our
assumptions.

Definition 8 (Natural Class) Let S be a classification system for P. A subset U
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of Pisnatural in S if and only if it is an intersection of sets of the fdrn: v] for
some attribute and some legitimate value.

| shall draw a few conclusions from this.

1. The sefP is natural.

2. Foreveryp € P, {p} is natural.

3. If P has at least two membess,is natural.

To show the first, an intersection of no subset® o defined to be identical 1,

so that is whyP is natural. To show the second, letbe the intersection of all sets
[A : v] that containp. | claim thatH = {p}. For letp’ # p. Then there aré\, v,
andv suchthav # v pe[A:v]andp € [A: V]. However,p ¢ [A: V], since
the sets are disjoint. S@ ¢ H. Finally, for the third, let there be at least two
phonemesp andp’. Then there aré, vandv suchthap e [A: V], p' € [A: V]
andv # V. ThenA:Vv]Nn[A:V] = @is natural.

The Classification System of English Consonants

| shall indincate now hol]9 establishes a classificationesgstnd how it is writ-
ten down in attribute value notation. To make matter simyie concentrate on
the consonants. There are then three attributesE, manner, andvoice. We
assume that the features have the following values:

(34)
rLAcebilabial, labiodenta) dental alveolar, palatoalveolarpalatal velar, glottalmanne
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The sounds with a given place features are listed in the awmdyiand can be read
off the table. However, | shall give them here for convenience:

[PLACE : bilabial] =
[pLACE : labiodenta) = {/f/, /v/}
[PLACE : denta] = {/6/, /0/}

{/p/, b/, /m/,w/}
{
{
[pLACE : alveolad = {/t/,/d/,/s/,z/,/n/,/l/, 1/}
{
{/j
{
{

(35) [PLACE : palatoalveolal = /tj‘/ 193/, 111,13/}

[pLACE : palatall = {/j/}

[pLace @ velan = {/k/, /a/, /n/}
[pLACE : glottal] = {/h/}

The manner feature is encoded in the row labels.

[Manner : stofd = {/p/, /b/,t/, /d/, [/, /d3/, /K/, /9/}
[Manner : fricative] = {/f/, /v/,0/,/0/,/s/,/2/,/[/, ]3]/}
(36) [ManNER : nasal = {/m/, /n/,n/}
[MANNER : | approq = {/I/}
[MANNER : C approX = {/w/, /j/, /1/}

[voice : +] ={/b/, /d/, /9/,/d3/, /v/, 8], /2], /3], /m/[,/n/, [0/,
(37) W/ N, 1]
[voice : =] ={/p/, /t/, /K[, [X[/. [¥1, 18], ]S/, /]]}
So, one may check, for example, that each sound is uniquahacterized by the

values to the attributegy/ has valuéilabial for pLacg, stopfor manner and— for
voIcE. SO we have

pLACE bilabial
MANNER:  StOp
VOICE . -

(38)

If we drop any of the three specifications we get a lager cla@Bss is not always
so. For example, English has only one palatal phon@méjence we have

PLACE . palatal

(39) [ pracepalatal | = MANNER:C approximant

={/i/}
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I note here that although a similar system for vowels canvergil do not include
it here. This has two reasons. One is that it makes the céilmusaeven more
difficult. The other is that it turns out that the classificatiorvafvels proceeds
along dtterent features. We have, for example, the feakorevnep, but do not
classifiy the consonants according to feature. If we aretstbiout the execution
of the classification we should then also say which of the aoasts are rounded
and which ones are not.

Notice also that the system of classification is motivateenfthe phonetics
but not entirely. There are interesting questions that appEor example, the
phonemey/ is classified as voiced. However, at closer look it turns bat the
phoneme contains both the voiced and the voiceless vawaitten [1]. (The pro-
nunciation of/bridge/ involves the voiceds], the pronunciation oftrust/ the
voiceless f].) In broad transcription (which is essentially phonenaok writes
[1] regardless. But we need to understand that the term ‘vbobeels not have
its usual phonetic meaning. The policy on notation is hoeslswonsistently ad-
hered to; the symbolism encourages confusifjgapd [i], though if one reads
the IPA manual it states that][signifies only the voiced and not the voiceless
approximant. So, technically, the left part of that cell gsldocontain the symbol

[1].

Binarism

The preceding section must have cautioned you to think thraa fgiven set of
phonemes there must be several possible classificatioensgsindeed, not only
are there several conceivable classification systems,qgbbgists are divided in
the issue of which one to actually use.

There is a never concluded debate on the thedigafrism of featuresBina-
rism is the thesis that features have just two valueand-. In this case, also an
alternative notation is used; instead att : +] one writes fratt] (for example,
[+voiced]) and instead ofiftt : -] one writes Fatt] (for example Fvoiced]). |
shall use this notation as well.

Although any feature system can be reconstructed usingybiredued fea-
tures, the two systems are not equivalent, since they defiieeeht natural classes.

Consider, by way of example, the sounds [p], [t] and [k]. Tlaeg distinct
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only in the place of articulation (bilabial versus alveolarsus velar). The only
natural classes are: the empty one, the singletons or thearaining all three.
If we assume a division into binary features, either [p] ahaif[p] and [k] or [t]
and [K] must form a natural class in addition. This is so sipicary features can
cut a set only into two parts. If your set has three membens,cam single out a
given member by two cuts and only sometimes by one. So you waedinary
features to distinguish the three from each other. But whroes do we take? In
the present case we have a choice-dapial], [+dental] or fvelar]. The first
cuts{[p], [t], [k]} into {[p]} and{[t], [K]}; the second cuts it int{t]} and{[p], [K]}
and the third intd[k]}, and{[t], [p]}. Any two of these features allow to have the
singleton sets as natural classes. If you have only two flesithen there is a two
element subset that is not a natural class (this is an ergrcis

The choice between the various feature bases is not easy#pdlisputed. It
depends on the way the rules of the language can be simplifiethwlassification
Is used. But if that is so, the idea becomes problematic asradftional tool. It
is perhaps better not to enforce binarism.

In structuralism, the following distinction has been madedistinction or
opposition is equipollent or privative. To begin with the latter: the distinctio
betweena andb is privative if (i) a has something thdt does not have or (iilp
has something tha does not have. In case that (i) obtains, we aatiarked (in
opposition tob) and in case that (ii) obtains we céllmarked. An equipollent
distinction is one that is not of this kind. (So, neitteenor b can be said to be
marked.) We have suggested above that the distinctionseketapeech sounds
is always equipollent; for example, [p] and [b] are distibetcause the one has
the feature fvoiced] the other has the featurevipiced]. Since we have both
features, by the rules of attribute value structures, adoounst have one of them
exactly if it does not have the other. There is thus a com@gtemetry. If we
want to turn this into a privative opposition, we have to &gl mark one of
the features against the other. Linguists have insteao\Wfoily another approach.
They devised a notational system with just one feature, ‘saiced’. A sound
may either have that feature or not. It is marked preciselgmihhas the feature,
and unmarked otherwise. In such a system, [b] is markedr{agfn]), because
it has the feature, while [p] is not. Had we chosen insteaddaire ‘voiceless’,
[b] would have been unmarked, and [p] marked. In the litesatiis is sometimes
portrayed as features having just one value. This use otig®yis dangerous and
should be avoided. A case of markedness is the pronunciatipij, where the
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default pronunciation is voiced, and the marked one is Vesse However, this
applies to the phonetic level, not the phonemics.

Notes. The booklLass, 198}k offers a good discussion of the theory and use
of features in phonology. Feature systems are subject todsittoversy. Roman
Jakobson was a great advocate of the idea of binarism, lménts to often lead to
artificial results J[O'Gradyet al, 2009 offer a binary system for English. Defini-
tion[ is too strong. Typically, one only hasly if rather thaif and only if since
there are sound pairs that can be exchanged for each otheulvitecessarily
being in a phoneme. However, it is better to use the moreganiversion to get
an easier feel for this type of definition which is typical &tructuralist thinking.
Further, what is problematic in this definition is that it do®t take into account
multiple simultaneous substitution. However, such cagaisally are beyond the
scope of an introduction.



Phonology II: Realization Rules and Representations

The central concept of this chapter is that afatural classand of a
rule. We learn how rules work, and how they can be used to structure
linguistic theory.

Determining Natural Classes

Let us start with a simple example to show what is meant by araktlass.
Sanskrit had the following obstruents and nasals

—
B
LT
o
=l

(40)

ch,
kh

~lo|l—|~o
—
I

=
-:s‘s;::g

@LH
(@]

(By the way, if you read the sounds as they appear here, #xsigly the way they
are ordered in Sanskrit. The Sanskrit alphabet is much nogjiedlly arranged
than the Latin alphabet!) To describe these sounds we udeltbwing features
and values:

CONS(ONANTAL) @+
MANNER :Stop fric(ative)
(1) pLACE :bilab(ial), dent(al) retro(flex) velar, palat(al)
ASP(IRATED) i+, —
NAS(AL) @+, —

VOICE .+, —

We shall omit the specification ‘consonantal’ for brevity.lséd, we shall omit
‘manner’ and equate it with ‘nasal=([nas : +]).
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Here is how the phonemes from the first row are to be represgente

p P’ b
pLACE:bilab pLACE:bilab pLACE:bilab
ASP  — ASP I+ ASP  —
NAS — NAS — NAS —
VOICE . — VOICE:— VOICE:+

(42)

ol m
pLACE:bilab pLACE:bilab
ASP I+ ASP  —

NAS — NAS [+
VOICE .+ VOICE:+

Let us establish the natural classes. First, each featsiadbe pair of an attribute
and its value) defines a natural class:

[PLACE : bilab] p, p", b, b", m}

{
[PLACE : dental]  {t,t", d d", n }
[PLACE : retroflex] ({t,t",d, qh
[PLAcE : palatal]  {c,c", 3,3 11}
[PLACE : velar] k., k" g,9" 1}
wy el (" bh 1 dh, ¢h, g, ¢, 5. k. gy
[asp 1 -] {p,b,m,t,d,n{,d,n, ¢ 5nK g n}
[Nas : +] {m,n,n, n, n}
[NAS © ] {p,p b, b t, 0. d, 1, t" d, 4", ¢, &, 5, 1",
K K", g, o)
[voIcE : +] {b,b", m,d,d" n,d,d" n,53" n.9.9" n}
[voIcE : —] {p,p" t,t" t,t" c,c" k, kM

All other classes are intersections of the ones above. Fample, the class of
phonemes that are both retroflex and voiced can be formeddiynig up the

class of retroflex phonemes, the class of voiced phonemeshandtaking the
intersection:

44)  {t.t"d.d" ) n{b,b" mdd"nd,d"n,g9" 0 = {d.d"n)

Basically, there are at mosk@x3x3 = 162 (!) different natural classes. How did
| get that number? For each attribute you can either givewgeyalk leave the value
undecided. That gives 6 choices for place, 3 for nasalityr3sbice, and three
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for aspiratedness. In fact, nasality does not go togethérasipiratedness or with
being voiceless, so some combinations do not exist. All tempmes constitute
a natural class of their own. This is so since the system igséhis way: each
phoneme has a unique characteristic set of features. Qdlyjolings have to be
this way, since the representation has to be able to regreaeh phoneme by
itself. Now, 162 might strike you as a large number. Howewasrthere are 25
phonemes there aré®2= 33 554 432 diferent sets of phonemes (if you cannot
be bothered about the maths here, just believe me)! So amdpdelected set of
phonemes has a chance of about 0.00005, or 0.005 percenhgfrizural!

How can we decide whether a given set of phonemes is natuirathtethod:
try all possibilities. This might be a little slow, but youlsoon find some short-
cuts. Second method. You have to find a description that fitaral only the
sounds in your set. It has to be of the form ‘has this featunis,feature and this
feature’—so no disjunction, no negation. You take two sauadd look at the
attributes on which they ffier. Obviously, these ones you cannot use for the de-
scription. After you have established the set of attribée®l values) on which
all agree, determine the set that is described by this ccatibm If it is your set,
that set is natural. Otherwise not. Take the{setp", d}.

m P’ q
PLACE:bilab pLACE:bilab PLACE.retro
(45) ASP - ASP I+ ASP —
NAS I+ NAS — NAS —
VOICE .+ VOICE.— VOICE .+

The first is nasal, but the others are not. So the descripéionat involve nasality.
The second is voiceless, the others are voicedness. Thepdiesccannot involve
voicing. Similarly for aspiratedness and place. It meaias tihe smallest natural
class that contains this set is—the entire set of them. (Mesntire set of sounds
is a natural class. Why? Well, no condition is also a conditidechnically, it
corresponds to the empty AVS, which is denoted by [ ]. Nothgwp there, so
any phoneme fits that description.)

The example was in some sense easy: there was no featurediptdnemes
shared. However, the set of all consonants is also of that &md natural, so
that cannot be a criterion. To see another example, lookeaget([p], [p"], [b]}.
Agreeing features are blue, disagreeing features red @ harked the agreeing
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features additionally with1):

p P’ b
O prace:bilab PLACE.bilab pLACE.bilab
(46) ASP - ASP I+ ASP -
0 Nas — NAS — NAS —
VOICE.— VOICE.— VOICE+

It seems that we have found a natural class. However, wherxtracethe two
agreeing features and calculate the class we get the clbgatwfl stops, which is
{[p], [P", [b], [b"]}. This class contains one more phoneme. So the original class
is not natural.

Now, why are natural classes important and how do we use theatus
look at a phenomenon of Sanskrit (and not only Sanskritgdatndhi. Sanskrit
words may end in the following of the above: p, m, t{ 1k, andy. This consonant
changes depending on the initial phoneme of the followingdw&ometimes the
initial phoneme also changes. An exampléad ja ri:ram, which becomegac
chari:ram. We shall concentrate here on the more commece that the last
phoneme changes. The books give you the following look-bjeta

word ends in:
kit[t]p|n|n |m
pp" [k[t|t]|p[n[n [m
b,b"|[g|{d|d|[b |p|n |m
tt" k|t |[t|p|np|n |[m
dd'|g|d|ld|b|p|n |m
(47) " k|t |t|p [n]|ms|m
d.d"|{[g|d|d|b [p|n |m
c.c"|[k|lt|c|p |n|mji/m
1" |lg|d|s|b|g|n |m
kKK'[k{t|t|p|p|n |m
9.9"|g|d|d|b|np|n |m
nmjjy g|nnymyp|n |m

[s] is a voiceless retroflex fricativej][is a voiceless palatal fricative. There is
one symbol that needs explanation. danotes a nasalisation of the preceding
vowel (thus it is not a phoneme in the strict sense—see befow similar issue
concerning vowel change in English). Despite its nonsedgaheharacter | take it
here at face value and pretend it is a nasal.
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We can capture thefect of Sandhi also in terms afiles. A rule is a statement
of the following form:

X Y / C D

(48) Input — Output Context

For the understanding of rules is important to stress thet thpresent a step in

a sequence actions In the rule given above the action is to replace the input
(X) by the output (Y) in the given context. If the context idarary, nothing is
written. The simplest kind of rule, no context given, is exdifred by this rule:

(49) a—b

This rule replacea by b wherever it occurs. Thus, suppose the inputis
(50) The visitors to Alhambra are from abroad.

then the output is

(51) The visitors to Alhbmbrb bre from bbrobd.

Notice thatA, being a diferentcharacteris not dfected by the rule. Alsdy is not
replaced bya, since the rule operates only in one direction, from leftigit.

If we want to restrict the action of a rule to occurrences tels at certain
places only, we can use a context condition. It has the fornDC This says the
following: if the specified occurrence is between C (on ifg lend D (on its right)
then it may be replaced, otherwise it remains the same. &lthit this is just a
different way of writing the following rule:

(52) CXD— CYD

| give an example. The rules of spelling require that one aapdal letters after
a period (that’'s simplifying matters a bit since the periodsinend a sentence).
Since the period is followed by a blank—writtenin fact, maybe there are several
blanks, but let’s ignore that too—the contextis . D is omitted since we place
no condition on what is on the right of the input. So we can fadate this for the
lettera as

(53) a—>A/..
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This rule says thai is changed ta if it is preceded by a blank which in turn is
preceded by a period. Alternatively we could use

(54) ..a—> ._A

Let's return to Sandhi. As we have done in the previous clnggteord bound-
ary is denoted by #. This is not a printed character, and mégcincome out in
different ways (look at the way it comes out before punctuatiorks)a Also,
since we are mostly dealing with spoken language, there iealomeaning in
counting blanks, so we leave the precise nature of blankeaaifsgpd. Suppose
we want to write rules that capture Sandhi. Each entry of dbéetpresents one
individual rule. For example, if te previous word ends/kn and the following
word begins withb/, then rather than the sequenk#ly we will see the sequence

/9#ly .

Thus we find that Sandhi is among many others the rule
(55)  /k#y — [g#thy
We can reformulate this into
(56) k—g/___ #b

To be precise, it is perhaps useful to think that Sandhi atsses the word bound-
ary, so we should write really the rule as follows.

(57) kt—>g/ b

However, once we understand where | have simplified mate¥ssan move on
to the essential question, namely, how to best represei@ahéhi using abstract
rules.

If you do the calculations you will find that this table has léakes (and |
haven't even given you the whole table). In 60 cases an actlglnge occurs. It
is true that if there is no change, no rule needs to be writieless you consider
the fact that in all these cases the word boundary is erasegever, in any case
this is unsatisfactory. What we want is to represent thelaeiges directly in our
rules.

There is a way to do this. Notice for example the behavioykgft/ and/p/.
If the consonant of the following word is voiced, they becovm&ed, too. If the
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consonant is voiceless, they remain voiceless. This cam&aded into a single
rule. Observe that the last consonant of the preceding veaxdstop; and the first
consonant of the following word is a stop, too. Using our espntations, we can
capture the content of all of these rules as follows.

VOICE. +
NAS —

VOICE.+
NAS —

/_#[

(58) [

VOICE. —
H
NAS —

As we explained in the previous lecture, this is to be readodews: given a
phoneme, there are three cases. (Case 1) The phoneme doeatobtthe left
hand side (it is either voiced or a nasal); then no changesg@aThe phoneme
matches the left hand side but is not in the context requiyetthé rule (does not
precede a voiceless stop). Then no change. (Case 3) Therphanatches the
left hand side and is in the required context. In this caddeatures that are not
mentioned in the rule will be left unchanged. This is the wayaehieve gener-
ality. 1 will return below to the issue of [t] shortly. (Nokcthat every consonant
which is not a nasal is automatically a stop in this set. Thisot true in Sanskrit,
but we are working with a reduced set of sounds here.)

| remark here that the rule above is also written as follows.

VOICE.+
NAS —

VOICE. +
NAS —

/ #

(59) | masi- |- [

The omission of the voicing specification means that theapj®ies to any feature
value. Notice that on the right hand side we find the pairce : +]. This means
that whatever voice feature the original sound had,n¢émacedby [voick : +].

Next, if the consonant of the following word is a nasal, thegading conso-
nant becomes a nasal. The choice of the nasal is complet&yntdaed by the
place of articulation of the original stop, which is not cgad. So, predictably,
/p/ is changed tgmy/, /t/ to /n/, and so on.

VOICE: +
(60) [ NAS:— ] — l ASP — /_#[ NAS:+ ]
NAS [+

The reason we specified voicing and aspiratedness in thé reshat we want
the rule to apply to all obstruents. But if they are voicelasd we change only
nasality, we get either a voiceless nasal or an aspiratathédexists in Sanskrit.
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We are left with the case where the preceding word ends ina.nBlse easy
cases ar@y/ and/my/. They never change, and so no rule needs to be written. This
leaves us with two casegt/ and/n/. Basically, they adapt to the place of artic-
ulation of the following consonant provided it is palatalretroflex. (These are
the next door neighbours, phonetically speaking.) Howektre following con-
sonant is voiceless, the nasal changes to a sibilant, anthdadisation is thrown
onto the preceding vowel.

Let’'s do them in turn/t/ becomes voiced when the following sound is voiced,;
we already have a rule that takes care of it. We need to makdlsairit is applied,
too. (Thus there needs to be a system of scheduling rulecapipins, a theme to
which we shall return in Lecture 6. If we are exact and staatte rules remove
the word boundary, however, the rules cannot be applieceseiglly, and we need
to formulate a single rule doing everything in one step.)

NAS — NAS — NAS —
(61) [ PLACE:dent] - [ PLACE.letro ]/—#[ PLACE.retro ]

A similar rule is written for the palatals. It is a matter o§ta (and ingenuity in
devising new notation) whether one can further reduce ttveseules to, say,

NAS . — NAS — NAS —
(62) [ PLACE:dent] - [ PLACE. ]/—#[ PLACE: (@ ]

(a € {retro, palat})

Let us finally turn tgn/. Here we have to distinguish two cases: whether the initial
consonant is voiced or unvoiced. In the voiced gagassimilates in place:

NAS © + NAS —
(63) [ /—#[ PLACE: (@ ]

PLACE.alv

NAS +
PLACE. (@

(a € {retro, palat})

If the next consonant is voiceless, we get the sequgncplus a fricative whose
place matches that of the following consonant. (This is thlg occasion where
we are putting in the manner feature, since we have to desthib resulting
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phoneme.)
NAS I — ,
NAS © + VOICED | + NAS -
(64) : m e 1/ #| VOICE:—
PLACE.alV | MANNER:fric .
PLACE: @
PLACE @ «

(a € {retro, palat})

Thus, we use the ruleB{58[, {60}, 162),1(63) dnd (64). Gitan the latter three
abbreviate two rules each this leaves us with a total of &rateopposed to 60.

Neutralization of Contrast

There are also cases where the phonological rules actuditgrate a phonolog-
ical contrast (one such case is stop nasalization in KoreWrg discuss here a
phenomenon callefinal devoicing In Russian and German, stops become de-
voiced at the end of a syllable. It is such rules that canndbbaulated in the
same way as above, namely as rules of specialization. Téisssice they involve
two sounds that are not allophones, for example [p] and [rKldrean or [k] and

[g] in German. We shall illustrate the German phenomenori¢chvhctually is
rather widespread. The contrast between voiced and veg&ghonemic:

Kasse [kas] (cashie) : Gasse [ga®] (narrow stree}
(65) Daten ['da:bn] (data . Taten [taibn] (deed}
Peter ['pe:k? (Pete) . Beter [be:x? (praying persoh

Now look at the following wordsRad (whee) andRat (advicg. They are pro-
nounced alike: 'a:t]. This is because at the end of the syllable (and so atritie e
of the word), voiced stops become unvoiced:

(66) [ +stop ] —

+stop
—voiced ] [#

(Here, # symbolizes the word boundary.) So how do we knowthlieasound that
underliesRad is [d] and not [t]? It is because when we form the genitive tle [
actually reappears:

(67) (des) Rades ['ma:hs]
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The genitive ofRat on the other hand is pronounced with [t]:
(68) (des) Rates ['sa:bs]

This is because the genitive adds an [s] (plus an often aglteppenthetic schwa)
and this schwa suddenly makes the [t] and [d] nonfinal, sothieatule of devoic-
ing does not apply.

Phonology: Deep and Surface

The fact that rules change representations has led lirsgtagposit two distinct
sublevels. One is the level deep phonological representationsand the other
is that ofsurface phonological representation The deep representation is more
abstract and more regular. For German, it contains thernmdtion about voicing
no matter what environment the consonant is in. The surigmeesentation how-
ever contains the phonological description of the soundsdbtually appear; so
it will contain only voiced stops at the end of a syllable. Tive representations
are linked by rules that have the power of changing the reptason. In terms
of IPA—symbols, we may picture the change as follows.

['va:d]
(69) l (Final Devoicing)
[ Ba:t]

However, what we should rather be thinking of is this:

—vowel +vowel —vowel
+approximant|| +open +stop
+velar +front +labiodental
+voiced +long +voiced

(70) l
—vowel +vowel —vowel
+approximant|| +open +stop
+velar +front +labiodental
+voiced +long —voiced

(I mention in passing another option: we can deny that theingicontrast at the
end of a syllable is phonological—a voiced stop like [b] istjuealized £ put
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into sound) in two dferent ways, depending on the environment. This means that
the burden is on the phonology—to—phonetics mapping. Heweklie evidence
seems to be that the syllable final [b] is pronounced just[likeand so it simply

is transformed into [p].)

We may in fact view all rules proposed above as rules that gm fieep to
surface phonological mapping. Some of the rules qukstfeatures while some of
themchangefeatures. The view that emerges is that deep phonologicaitste
contains the minimum specification necessary to be ableuosfigut how the ob-
ject sounds, while preserving the highest degree of altktreand regularity. For
example, strings are formed at deep phonological level Imgai@nation, while
on the surface this might not be so. We have seen thettavith final devoicing.
While on the deep level the plural ending (or dfsuike chen) are simply added,
the fact that a stop might find itself at the end of the word (dliable) may make
it change to something else. The picture is thus the follgwihe wordRad is
stored as a sequence of three phonemes, and no word bour@dsybecause we
might decide to add something. However, when we form theusamgnominative,
suddenly a word boundary gets added, and this is the momemnuté of final
devoicing can takeftect.

The setup is not without problems. Look at the English werdise/. Its plu-
ral is/mice/ (the root vowel changes). How is this change accounted ®tf?ere
are a phonological rule that says that the root vowel is cedfg(We consider
the diphthong for simplicity to be a sequence of two vowelgbich the second
is relevant here.) The answer to the second question isimegdtiot because
such a rule could not be written, but because it would be dibhg special: it
would say that the sequence [asa#] (with the second ‘s’ coming from the plu-
ral!) is to be changed into [mais#]. Moreover, we expect getnological rules
can be grounded in the articulatory and perceptive quafith® sounds. There
is nothing that suggests why the proposed change is mdivaterms of difi-
culty of pronunciation. We could equally well expect thenfofjmasssz], which
is phonologically well-formed. It just is no plural of the wab[mass] though
English speakers are free to change that. (Indeed, Englishagsess more ir-
regular plurals. The plural of [kk] was once [be:K], the plural ofthnge] was
[tungan], and many more. These have been superseded byrrisgalations.)
So, ifitis not phonology that causes the change, somethsegeust do that. One
approach is to simply list the singular [m& and the plural [mais], and no root
form. Then [mais] is not analyzable into a root plus a pluralieg, it is just is a



52 Lecture 4: Phonology Il

simple form. Another solution is to say that the root hasforms; in the singular
we find [mass], in the plural [mais]. The plural has actuatiy exponent, like the
singular. That plural is signaled by the vowel is just a fdatwosing an alternate
root. The last approach has the advantage that it does ndtehtiie change in
phonology; for we have just argued that it is not phonoldgicaature.

There is—finally—a third approach. Here the quality of theosel half of the
diphthong is indeterminate betweerand 1. It is specified as ‘lower high’. If you
consult Tabléld you see that there are exawtiy vowels that fit this description:
v and 1. So, itis a natural class. Hence we write the representas follows.

m a u/l S
+sto +vowel +fric
(71) P +low +vowel
+nasal . +alveol
) +back +lower high )
+bilab —voiced
—rounded

This representation leaves enough freedom to fill in eithamtfor back so as to
get the plural or the singular form. Notice however that ieslmot represent a
phoneme. In early phonological theory one called thesectdgechiphonemes

We shall briefly comment on this solution. First, whether ot one wants to
use two stems or employ an underspecified sound is a mattemefrality. The
latter solution is only useful when it covers a number dffedient cases; in English
we have at leagthis/:;/these/, /woman/:;/women/, /foot/:/feet/. In German this
change is actually much more widespread (we shall returhabghenomenon).
So there is a basis for arguing that we find an archiphonene Haecond, we
still need to identify the representation of the plural. @iogly, the plural is not a
sound in itself, it is something that makes another soundrnecone or another.
For example, we can propose a notatigr front] which says the following: go
leftward = backward) and attach yourself to the first possible sound. tf8o
plural of /mouse/ becomes represented as follows:

m a u/l S
+sto +vowel +fric
(72) Pl +low +vowel _
+nasal . +alveol |“[+ front]
. +back +lower high :
+bilab —voiced

—rounded
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By convention, this is

m a [ S
+sto +vowel +vowel +fric
(73) Pl +low .
+nasal +lower high || +alveol
) +back )
+bilab +front —voiced
—rounded

Note that the singular has the representatipn back]. You may have wondered
about the fact that the so-calleabt of a noun like/cat/ was nondistinct from its
singular form. This is actually not so. The root does not heaweord boundary
while the plural does (nothing can attach itself after the gl sutix). Moreover,
there is nothing wrong with signs being empty.

This, however, leaves us with a more complex picture of a plomical rep-
resentation. It contains not only items that define soundgalso funny symbols
that act on sounds somewhere else in the representation.

Notes on this sectionYou may have wondered about the use dfetent
slashes. The slashes are indicators showing us at whidtoliesdestraction we are
working. The rule is that/ is used for sequences of phonemes whilés[used
for sequences of actual sounds. Thus, one rule operateseq@hdmemic level
while another operates on tiplonetic level Furthermore, writers distinguish a
surface phonological level from a deep phonological le¢&here could also be
a deep phonetical and surface phonetical level, thoughhtmato my knowledge
not been proposed.) In my own experience textbooks do natistemtly distin-
guish between the levels, and for the most part | think théeve themselves do
not mentally maintain a map of the levels and their relatigps This therefore
is a popular source of mistakes. Since | have not gone intdwrdatail about the
distinction between the two, obviously there is no reasamstoyou to be consis-
tent in using the slahes. It is however important to pointvaldt people intend to
convey when they use them.

In principle there are two levels: phonetic and phonemic.th&t phonemic
level we write/p/, and at the phonetic level we write [p]. Despite the transpiar
symbolism there is no connection between the two. Phonedues not know
how things sound, it only sees some 40 or so sounds. Writiig therefore just
a mnemonic aid; we could have usedhstead of/p/ (and no slashes, since now
it is clear in which level we are!!). Phonemes may be orgahisgng features,
but the phonetic content of these features is unknown to grnass. To connect
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the (abstract) phonenp/ with some sound we have realisation rulg®: — [p]

is a rule that says that whatever the phonégpids, it comes out as [p]. The
trouble is that [p] is ambiguous in English. We have fiadent realisation ofp/

in /spit/than in/pit/. There are two ways to account for this. One is to write the
realisation rules so as to account for thielient behaviour (V stands for vowel),
for example by writing

(74)  /p/ > Ipl/s_V

Another is to translatgp/ into the ‘broad’ vowel [p] and the leave the specifica-
tion to phonetics. Both views have their attraction, thoughefer the first over
the second. | have made no commitment here, though to eithibe wiews, so
the use of-/ versus {] follows no principle and you should not attach too much
significance to it.

| also use the slashes for written language. Here they fomaéh a similar
way: they quote a stretch of characters, abstracting fran urface realisation.
Again, full consistency is hard to maintain (and probablysthonot so necessary).
A side dfect of the slashes is that strings become better identifialolenning text
(and are therefore omitted in actual examples).

With regards to our sketch in Lecture 1 | wish to maintain ffog purpose
of these lectures at least) that phonology and phoneticguateone level; and
that phonology simply organises the sounds via featuresanthins the abstract
representations, while phonetics contains the actualdsourhis avoids having to
deal with too many levels (and possibilities of abstragtion



Phonology lll: Syllable Structure, Stress

Words consist of syllables. The structure of syllables iedwrined
partly by universal and partly by language specific priresplin par-
ticular we shall discuss the role of the sonoricity hiergrechorgan-
ising the syllabic structure, and the principle of maximaset.

Utterances are not mere strings of sounds. They are steatctnto units larger
than sounds. A central unit is tlsgllable Words consist of one or several sylla-
bles. Syllables in English begin typically with some corsas. Then comes a
vowel or a diphthong and then some consonants again. Thedirsf consonants
is theonset the group of vowels theucleusand the second group of consonants
the coda The combination of nucleus and coda is caltagme. So, syllables
have the following structure:

(75) [onset [nucleus coda]]

For example/strength/ is a word consisting of a single syllable:

[stx [ no]]
Onset Nucleus Coda
(76) Rhyme
Syllable

Thus, the onset consists of three consonants: [s], [t] &nthe nucleus consists
just of [¢], and the coda hag)] and [p]. We shall begin with some fundamental
principles. The first concerns the structure of the syllable

Syllable Structure | (Universa)
Every syllable has a nonempty nucleus. Both coda and onsgt ma
however be empty.

A syllable which has an empty coda is callepgen Examples of open syllables
are/a/ [e] (onset is empty)/see/ [si] (onset is nonempty). A syllable that is
not open isclosed Examples aré¢in/ [In] (onset empty) andsit/ [Sit] (onset
nonempty). The second principle identifies the nuclei foglist.

Vowels are Nuclear(English)
A nucleus can only contain a vowel or a diphthong.
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This principle is not fully without problems and that is theason that we shall
look below at a somewhat more general principle. The maiblpro is the un-
clear status of some sounds, for examplg [They are in between a vowel and
consonant, and indeed sometimes end up in onset positieafere) and some-
times in nuclear position, for example fisird/ [bad].

The division into syllables is clearly felt by any speakéthaugh there some-
times is hesitation as to exactly how to divide a word intdadyles. Consider the
word /atmosphere/. Is the/s/ part of the second syllable or part of the third?
The answer is not straightforward. In particular the stiidgthat is, the sounds
[s], [J]) enjoy a special status. Some claim that theyexteasyllabic (not part of
any syllable at all), some maintain that they ambisyllabic (they belong tdoth
syllables). We shall not go into that here.

The existence of rhymes can be attested by looking at vengash also ex-
plains the terminology): words that rhyme do not need to artdeé same syllable,
they only need to end in the same rhyntfun/ — /run/ — /spun/ — /shun/. Also,
the coda is the domain of a rule thatexts many languages: For example, in
English and Hungarian, within the coda the obstruents mittstreall be voiced
or unvoiced; in German and Russian, all obstruents in codst i voiceless.
(Here is an interesting problem caused among other by naNalsals are stan-
dardly voiced. Now try to find out what is happening in thisecag pronouncing
words with a sequence nasabiceless stop in coda, such Asimp/, /stunt/,
/Frank/.) Germanic verse in the Middle Ages used a rhyming technigoere
the onsets of the rhyming words had to be the same. (This escalbed allit-
eration. It allowed to rhyme two words of the same stem; Gerhved a lot of
Umlaut and ablaut, that is to say, it had a lot of root vowelngemaking it
impossible to use the same word to rhyme with itself (sgay/ — /ran/).) It is
worthwhile to remain with the notion of th@omain of a rule. Many phonolog-
ical constraints are seen as conditions that concern twaradf sounds. When
these sounds come into contact, they undergo change to esorafjreater ex-
tent, for some sound combinations are better pronouncéadoteothers. We have
discussed sandhi at length in Lecture 4. For example, the laatrd /in/ ‘in’ is
a verbal prefix, which changes in writing (and therefore ionumciation) tg'im/
when it precedes a labiaglifipedire/). Somewhat more radical is the change
from [ml] to [mpl] to avoid the awkward combination [ml] (theord /templum/
derives fromytemlom/, with /tem/ being the root, meaning ‘to cut’). There is an
influential theory in phonologyautosegmental phonologywhich assumes that
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Table 10: The Sonoricity Hierarchy

dark vowels > mid vowels > high vowels

[a], [0] [ee], [ce] [i], v

> r-sounds > nasals; laterals > vd. fricatives

[]; [4] [m], [n]; 1] 2], [ 3]

> vd. plosives > vl. fricatives > vl. plosives

[b], [d] [s], [J] [p], [t]

phonological features are organized offatient scorestigers) and can spread to
adjacent segments independently from each other. Thinkod@ample of the fea-
ture [xvoiced]. The condition on the coda in English is expresseddyng that
the feature fvoiced] spreads along the coda. Clearly, we cannot allowdhe
ture to spread indiscriminately, otherwise the total attee is &ected. Rather,
the spreading is blocked by certain constituent boundahese can be the coda,
onset, nucleus, rhyme, syllable, foot or the word. To put ¢imeits head: the fact
that features are blocked indicates that we are facing aitwerst boundary. So,
voicing harmony indicates that English has a coda.

The nucleus is the element that bears the stress. We havthatid English
it is a vowel, but this applies only to careful speech. In gahthis need not be
so. Consider the standard pronunciationlafaten/: ['bi:t"n] (with a syllabic
[n]). For my ears the division is into two syllables: [bi:] @&ft"n]. (In German
this is certainly so; the verfretten/ is pronounced fet"n]. The [n] must there-
fore occupy the nucleus of the second syllable.) There ame maoguages like
this. (Slavic languages are full of consonant clusters ghalsdes that do not con-
tain a vowel. Consider the islanidrk/, for example.) In general, phonologists
have posited the following conditions on syllable struetuSounds are divided
as follows. The sounds are aligned into a so-cadledoricity hierarchy, which
is shown in Tabl&Z0 (vd= voiced, vl.= voiceless). The syllable is organized as
follows.

Syllable Structure I
Within a syllable the sonoricity strictly increases andrtloecreases
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again. It is highest in the nucleus.

This means that a syllable must contain at least one sounchwhiat least as
sonorous as all the others in the syllable. It is calledsiweoricity peak and is
found in the nucleus. Thus, in the onset consonants mustgamiaed such that
the sonority rises, while in the coda it is the reverse. Thedd®mns say nothing
about the nucleus. In fact, some diphthongs are increapisjgaé in the British
English pronunciation othere/) others are decreasing ([al], [o1]). This explains
why the phonotactic conditions are opposite at the beggaifrthe syllable than
at the end. You can end a syllable it]] but you cannot begin it that way. You
can start a syllable by{}, but you cannot end it that way (if you to make up words
with [t1], automatically, f] or even [t] will be counted as part of the following
syllable). Let me briefly note why diphthongs are not congdeproblematic in
English: it is maintained that the second part is actualliidegnot a vowel), and
so would have to be part of the coda. Thisight/ would have the following
structure:

r-a j t

7 onNcCec

The sonoricity of [j] is lower than that of [a], so it is not Haar.

A moment’s reflection now shows why the position of strides{sroblematic:
the sequence [ts] is the only legitimate onset accordingg@onoricity hierarchy,
[st] is ruled out. Unfortunately, both are attested in Esigliwith [ts] only occur-
ring in non-native words (efrse-tse/, /tsunami/). There are phonologists who
even believe that [s] is part of its own little structure héextrasyllabic’). In
fact, there are languages which prohibit this sequence)iSipés a case in point.
Spanish avoids words that start with [st]. Moreover, Sgaseakers like to add
[e] in front of words that do and are therefordfaiult to pronounce. Rather than
say [stens] (/strange/) they will say [esterz]. The dfect of this maneuver is
that [s] is now part of the coda of an added syllable, and tiseis reduced (in
their speech) to justi}, or, in their pronunciation most likely [tr]. Notice thatis
means that Spanish speakers apply the phonetic rules ofsBpgarEnglish, be-
cause if they applied the English rules they would still epduith the onset [si
(see below). French is similar, but French speakers arelsmmiess prone to add
the vowel. (French has gone through the following sequefroen [st] to [est]
to [et]. Compare the worgétoile/ ‘star’, which derives from Latinstella/
‘star’.)
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Representing the Syllabification

The division of words into syllables is calleyllabification. In written language
the syllable boundaries are not marked, so words are natékpsyllabified. We
only see where words begin and end. The question is: doekdhdsalso for the
representations that we need to assume, for example, inengahlexicon of a
speaker? There is evidence that almost no information ahetyllable bound-
aries is written into the mental lexicon. One reason is thatstatus of sounds at
the boundary change as soon as new material comes in. Lebkistiohe plural
/cats/ of /cat/. The plural marker igs/, and it is added at the end. Let’s sup-
pose the division into syllables was already given in théclax. Then we would
have something like thigicat{/, wheref marks the syllable boundary. Then the
plural will be /fcatist/, with the plural ‘s’ forming a syllable of its own. This
is not the desired result, although the sonoricity hienamebuld predict exactly
that. Let us look harder. We have seen that in German codauants devoice.
The word/Rad/ is pronounced fa:t] as if written/Rat/. Suppose we have added
the syllable boundary/fRadf/. Now add the genitivges/ (for which we would
also have to assume a syllabification, for exanipési/, or /est/). Then we get
/tRattest/, which by the rules of German would have to be pronouncestt]
?08], with an inserted glottal stop, because German (like iEhgtoes not have
syllables beginning with a vowel (whereas French does) aedents that by in-
serting the glottal stop. (Phonemically there is no glatap, however!) In actual
fact the pronunciation isga:cbs]. There are two indicators why the sound cor-
responding tgd/ is now at the beginning of the second syllable: (1) there is no
glottal stop following it, (2) it is pronounced with voicinghat is, [d] rather than

[t].

We notice right away a consequence of this: syllablesiatéhe same as mor-
phemes (see Lecture 7 for a definition). And morphemes naitbeessarily are
syllables or sequences thereof, nor do syllable boundeaestitute morpheme
boundaries. Morphemes can be as small as a single phondmeh@ English
plural), a phonemic feature (like the plural fafouse/), they can just be a stress
shift (nominalisation of the verfprotest/ ([protest] into /protest/ [ protest])
or they can even be phonemically zero. For example, in Bmgisu can turn a
noun into a verb/go google/, /to initial/, /to cable/, /to TA/). The rep-
resentation does not change at all neither in writing nopge&ing. You just verb
it...
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Of course it may be suggested that the syllabificaisoexplicitly given and
changed as more things come in. But this position unnedgssamplicates
matters. Syllabification is to a large extent predictable tigere is reason to
believe itis largely not stored. Itis enough to just insgtieble boundary markers
in the lexicon where they are absolutely necessary and kba&vmsertion of the
other boundary markers to be determined later. Anotheoreasactually that the
rate of speech determines the pronunciation, which in tatarchines the syllable
structure.

Language Particulars

Languages dier in what types of syllables they allow. Thus, not only dos/thse
different sounds they also restrict the possible combinatibtisese sounds in
particular ways. Finnish allows (with few exceptions) onlye consonant at the
onset of a syllable. Moreover, Finnish words preferably ieralvowel, a nasal or
‘s’. Japanese syllables are preferably CV (consonant mu®l. This has fiects
when these languages adopt new words. Finns for examplthealast German
car /Trabant/ simply [rabant:i] (with a vowel at the end and a long [t]!). &h
onset [tr] is simplified to just the [r]. There are also plenfyoanwords;koulu/
[koulu] ‘school’ has lost the ‘s’/rahti/ [rahti] ‘freight’ has lost the ‘f’, and so
on. Notice that it is always the last consonant that wins.

English too has constraints on the structure of syllablesaé&are more strict
than others. We notice right away that English does allovotieet to contain sev-
eral consonants, similarly with the coda. However, someieseces are banned.
Onsets may not contain a nasal except in first place (exsepfsomn] and [sn]).
There are some loanwords that break the ri@emonic/ and/tmesis/. The
sequence sonorant-obstruent is also banned ([nad], [kp], [It] and so on; this
is a direct consequence of the sonoricity hierarchy). 8ttislare not found other
than in first place; exceptions are [ts] and [ks], found hasveanly in nonnative
words. The cluster [ps] is reduced to [s]. It also makesfieddnce whether the
syllable constitutes a word or is peripheral to the word. iGglly, inside a word
syllables have to be simpler than at the boundary.

Syllabification is based on expectations concerning skdlatvucture that de-
rive from the well-formedness conditions of syllables. Hwer, these leave room.
[ pleito] (/Plato/) can be syllabified plei.to] or [pleit.o]. In both cases the sylla-
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bles we get are well formed. However, if a choice exists, fhreffierence is given
to creating either open syllables or syllables with onset.

All these principles are variations of the same theme: ifdlage consonants,
languages prefer them to be in the onset rather than the coda.

Maximise Onset
Put as many consonants into the onset as possible.

The way this operates is as follows. First we need to know whanucleus of

a word is. In English this is easy: vowels and only vowels arelear. Thus
we can identify the sequences cedaset but we do not yet know how to divide
them into a coda and a subsequent onset. Since a syllabléehauwest nucleus, a
word can only begin with an onset. Therefore, say that a sesuef consonants

is alegitimate onsetof English if there is a word such that the largest stretch of
consonants it begins with is that sequence.

Legitimate Onsets
An sequence of sounds is is a legitimate onset if and onlyisftihe
onset of the first syllable of an English word.

For example, [sg is a legitimate onset of English, since the wgggrout/ begins
with it. Notice that/sprout/ does not show that [sp] is a legitimate onset, since
the sequence of consonants that it begins with ig [§jo show that it is legitimate
we need to give another word, namédpit/. In conjunction with the fact that
vowels and only vowels are nuclear, we can always detecttwduands belong to
either a coda or an onset without knowing whether it is onsebda. However,
if a sound if before the first nucleus, it must definitely betpdran onset. In
principle, there could be onsets that never show up at thanhieg of a word,
so the above principle of legitimate onsets in conjunctidth Wlaximise Onsets
actually says that this can never happen. And this is now hevcan find our
syllable boundaries. Given a sequence of consonants tingiste a sequence
codaronset, we split it at the earliest point so that the secontiparlegitimate
onset, that is, an onset at the beginning of a word.

From now on we denote the syllable boundary by a dot, whiahserted into
the word as ordinarily spelled. So, we shall wyite . to/ to signal that the sylla-
bles argin/ and/to/. Let us now look at theféect of Maximise Onset. For exam-
ple, take the wordgrestless/ and/restricted/. We do not findre.stless/
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nor/res.tless/. The reason is that the there is no English word that begitis wi
/stl/ or /t1/. There are plenty of words that begin in [I], for examplewn/.
Hence, the only possibility isrest.less/. No other choice is possible. Now
look at/restricted/. There are onsets of the form {s{/strive/). There are

no onsets of the form [kt], so the principle of maximal onsetndates that the
syllabification is/re.stric.ted/. Without Maximize Onset/res.tric.ted/
and/rest.ric.ted/ would also be possible since both coda and onset are legiti-
mate. Indeed, maximal onsets work towards making the pnegeyllable open,
and to have syllables with onset.

In the ideal case all consonants are onset consonants, lablsglare open.
Occasionally this strategy breaks down. For exampeburb/ is syllabified
/sub.urb/. This reflects the composition of the word (from Lafsub/ ‘un-
der’ and/urbs/ ‘city’, so it means something like the lower city; cf. Endlis
/downtown/ which has a dterent meaning!). One can speculate about this case.
If it truly forms an exception we expect that if a represaptatn the mental lexi-
con will contain a syllably boundarysabiaby.

Stress

Syllables are not the largest phonological unit. They asmelves organised
into larger units. A group of two, sometimes three syllabtesalled afoot. A
foot contains one syllable that is more prominent than therstin the same foot.
Feet are grouped into higher units, where again one is mamipent than the
others, and so on. Prominence is markedtogss There are various ways to give
prominence to a syllable. Ancient Greek is said to have ntagteminence by
pitch (the stressed syllable was about a fifth highg (8 the frequency of an un-
stressed syllable). Other languages (like German)awmness Other languages
use combination of the two (Swedish). Within a given word¢his one syllable
that is the most prominent. In IPA it is marked by a precedihg}/e say that it
carriesprimary stress. Languages diier with respect to the placement of primary
stress. Finnish and Hungarian place the stress on the filgbkey French on the
last. Latin put the stress on the last but openultimate), if it was long (that

is to say, had a long vowel or was closed); otherwise, if wagllalde that pre-
ceded it (theantepenultimate) then that syllable got primary stress. Thus we had
pe.re.gri.nus (‘foreign’) with stress on the penultimatgri) since the vowel
was long, butin. fe.ri.or with stress on the antepenultiméafe/ since the'i/
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in the penultimate was short. (Obviously, monosyllabicagohad the stress on
the last syllable.) Sanskrit was said to have free stress,gho say, stress was
free to fall anywhere in the word.

Typically, within a foot the syllables like to follow in a spiic pattern. If the
foot has two syllables, it consists either in an unstreseédwed by a stressed
syllable fambic metre), or vice versatfochaic metre). Sometimes a foot car-
ries three syllables (a stressed followed by two unstressed, adactylus). So,
if the word has more than three syllables, there will be aatyd that is more
prominent than its neighbours but not carrying main strgsa.may try this with
the word/antepenul timate/. You will find that the first syllable is more promi-
nent than the second but less than the fourth. We say thatriesaecondary
stress [ ankpon'altimet]. Or [o simv'lelfn]. The so-callednetrical stresstheory
tries to account for stress as follows. The syllables arb egaresented by a cross
(x). Thisis a Layer O stress. Then, in a sequence of cyclesjdgh get assigned
more crosses. The more crosses, the heavier the syllabdéendrhber of crosses
is believed to correspond to the absolute weight of a sydlaBb, a word that has
a syllable of weight 3 (three crosses) is less prominent tmenwith a syllable of
weight 4. Let’s take

LayerO x X X X X

(78) o SI mo ler Jn

We have five syllables. Some syllables get extra crossessyiladle [s1] carries
primary stress ifflassimilate/. Primary stress is always marked in the lexicon,
and this mark tells us that the syllable must get a cross.hByrheavy syllables
get an additional cross. A syllable countshesvyin English if it has a coda or a
diphthong or long vowel. So, [lel] gets an extra crogs] [s not heavy since the
[n] is nuclear. So this is now the situation at Layer 1.:

Layer 1 X X
(79) LayerO x x X X X
o SI mp ler Jn

Next, the nominalisation introduces main stress on thetlosyllable. So this
syllable gets main stress and is therefore assigned anothes. The result is
this:
Layer 2 X
Layer 1 X X
LayerO x X X X X

o SI mo ler Jn

(80)
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If larger units are considered, there are more cycles. Thel ywaintain/ for
example has this representation by itself:

Layer 2 X

Layerl X X

Layer0 x X
mein tein

(81)

To get this representation, all we have to know is where tiragy stress falls.
Both syllables are heavy and therefore get an extra crosaysrll. Then the
main syllable gets a cross at Layer 2. Now, if the two are pgetioer, a decision
must be made which of the two words is more prominent. It issén@nd, and
this is therefore what we get:

Layer 3 X

Layer 2 X X
(82) Layerl x X X X

LayerO0 x X X X X X X

mein tein o sI m lel Jn

Notice that the stress is governed by a number of heterogerfaotors. The first
is theweight of the syllable; this decides about Layer 1 stress. Theretisethe
position of the main stress (which in English must to a lagfer® be learned—
equivalently, it must explicitly be given in the represdiaa, unlike syllable struc-
ture). Third, it depends on the way in which the word is emlgelddto larger units
(so syntactic criteria play a role here). Also, morpholagformation rules can
change the location of the main stress! For example, tfexqd)tion attracts
stress (kom'bain] and [kombinelfn]) so does the gfix ee (as in/employee/),
but/ment/ does not (jgawn] and [gawnment]). The sffix /al/ does move the
accent without attracting it gerekdot] versus perek'dotal]).

Finally, we mention a problem concerning the represeniatibat keeps com-
ing up. It is said that certain syllables cannot receivesstieecause they contain
a vowel that cannot be stressed (for example, schyfa: Qn the other hand, we
can also say that a vowel is schwa because it is unstressé&d, féa example,
the pair [xiolaiz] and [1ioli'zel’n]. When the stress shifts, the realisatioryof
changes. So, is it rather the stress that changes and makesikl change qual-
ity or does the vowel change and make the stress shift? Qiftese problems find
no satisfactory answer. In this particular example it setrasthe stress shift is
first, and it induces the vowel change. It is known that ussed vowels undergo
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reduction in time. The reason why French stress in alway$eneaist syllable is
because it inherited the stress pattern from Latin, but ylieldes following the
stressed syllable eventually got lost. Here the stress was @nd it drove the
development.



Phonology IV: Rules, Constraints and Optimality The-
ory

Scheduling Rules

It is important to be clear about a few problems that ariseoimnections with
rules. If you have some string, seiaeatime/ and a rule, say — d, how should
you go about applying it? Once, twice, as often as you can?ifymi can apply

it several times, where do you start? Suppose you can applsuta only once,
then you get eithefdeatime/ or /teadime/, depending on where you apply it. If
you apply if as often as you can, then you can another roundapply the rule.
This time the result is the samleadime/. This is not always so. Consider the
rulea — x/__a; with input/aaa/ you have two choices: you can apply it to the
first occurrence ofa/ or to the second. The third is not eligible because of the
context restriction. If you apply the rule to the first ocaurce you getxaa/. If
you apply it to the second you geixa/. With /xaa/ you can another round, giving
/xxa/; but when you did the second, the rule can no longer appherCdtproper
formulation of the rule itself will be enough to ensure oriig ttorrect results will
be derived. Sometimes, however, an explicit schedulingt ineigjiven, such as:
apply the rule going from left to right as long as you ¢an similar statements.
In this lecture we shall not go into the details of this.

Instead we shall turn to another problem, namely the intenabetween two
rules. | give a very simple example. Suppose we have two,rResa — b and
the otheR,: b — c. Then we can schedule them in many ways.

0 Ry or R, can applied once;
0 R; or R; can be applied any number of times;
0 R; must be applied beforg;

0 R, must be applied beforg;.

All these choices give ttierent results. We shall exemplify this with an interesting
problem, the basic form of the past tense marker in English.
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A Problem Concerning the Underlying Form

Regular verbs form the past tense by adding one of the faligwhree sffixes:
[t], [d] or [od]. The choice between these forms is determined by the root.

[t] [d] [od]
licked [hkt] bugged [bagd] mended [mendod]
(83) squished [skwift] leaned [lind] parted [paitod]
kept [kept] Dbuzzed [bazd] feasted [fistod]
laughed [leeft] played [pleid] batted [baetd]

We ask: what is the source of thididrence? Surely, it is possible to say that the
past has three fierent forms and that depending on the verbféedent form must
be chosen. This, however, misses one important point, ryatinad the choice of
the form is determined solely by the phonological form of leeb and can be
motivated by phonological constraints of English. Thedamn be summarized
as follows.

O [d]is found if the last sound of the verb is voiced but unedadd].
O [t] is found if the last sound of the verb is voiceless but wrado [t].

O [od] is found if the verb ends in [d] or [t].

We mention here that it is required that the verlragular. Thus,/run/ and
/catch/ are of course not covered by this rule. We may think of thestadis
entered in the mental lexicon as unanalysed forms. Thubkerdhan seeing
/caught/ as a sequence of two forms, namglytch/ plus some past tense marker,
| think of the form entered as a whole, though otherwise fion@hg in the same
way. It is, if you will, an idiom. (Compare this with earlieisgussions of the
plural formation.)

It seems that the choices can be accounted for solely by iagEpme general
principles. First, notice that in a coda, with the exceptidrsonorants ([l], [m],
[n]), all consonants agree in voicing. Arbstruent is a consonant that is either a
stop (or an #ricate), or a fricative.

Voice Agreement Principle
Adjacent obstruent sequences must either be botbH : +] or both
[voice : —] at the end of a word.



68 Lecture 6: Phonology IV

(The principle is less general than possible: the congdtrsawalid not only at the
end of a word but in any coda.) This goes half way in explairthrgychoice of
the sufix form. It tells us why we see [d] after voiced consonants. Bdbes
not tell us why it is that we get [lind] rather than [lint], beese either of them
is legitimate according to this principle. Furthermore, deenot know why we
find the inserted schwa. The latter can be explained as fell@uppose there
was no schwa. Then the present and the past forms would stibad/aendd/
would be [mend]). Languages try to avoid double consonants (althougyrilever
completely manage), and English employs the strategy ttisshwa also in the
plural. We find [lssz] /busses/ (or /buses/), not [las:] (/buss/, with a long/s)).
(Another popular strategy Isaplology, the dropping of one of the consonants.)

It is possible to recruit the Voice Agreement Principle if assume that there
is just a single form not three, and that variants arise osltha result of a repair.
The repair is performed by applying some rules. Variousyeseal are possible.

Analysis 1. We assume that the underlying form is [d]. There is a rule deat
voices [d] right after a voiceless obstruent. There is aisécale which inserts a
schwa right before [d]. For the purpose of the definition & thles, two conson-
sants are calledimilar if they differ at most in the voicing feature (for example,
[t] is similar to both [t] and [d], but nothing else).

+voice —voice )
(84a) +obstruent +obstruent] /[-voice] #
(@4b) 2 [o] /C_C

(C and C similar)

The symbokz denotes the empty string. The first rule is actually two ridesur
feature system. | reproduce here the reproper formulation:

voice : + voice @ -— _
(85) mannerstop mannerstop ]/[—VOICe]_#
voice + voice - _
mannerricative mannerricative |/[~VOIceL#

The second rulefiectively says that it is legal tmsertschwa anywhere between
similar consonants. Since we have two rules, there is a ehasao which one
shall be applied first. We shall first schedule{84a) befod)8This means that
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the rule [84h) is applied to the original forRy, giving us an output fornk,, and
then we apply rule[{84b) to gét,. Each rule applies only once, so the output is
F,. This gives the following result:

root /bagd/ /hkd/ /mendd /startd/
(86) @40) /bagd /hkd/ /mendbd/ /startod/
@B23a) /bagd/ /likt/ /mendbd/ /statod/

Notice that when we say that a rule does not apply this doesiaah that no out-
put is generated. It means that the form is lefthangedy the rule. Textbooks
sometimes indicate this by a hyphen as if to say that theretisutput. But there
IS an output, it just is the same as the input. So | do not follogvpractice. You
may figure out for yourselves in which cases this has happéxetice, too, that
sometimes rules do apply and do not change anything.

Now, suppose we had instead scheduledl(84a) befaré (84kh this would
be the outcome:

root /bagd/ /hkd/ /mendd /startd/
(87) @4a) /bagd/ /hkt/ /mendd /statt/
@20) /bagd/ /likt/ /mendod/ /startot/

If the last consonant ig/, the rule [84k) would first assimilate the past tense
marker, and we get the 8ix /ot/, contrary to fact. Thus, the order in which the
rules apply is relevant here. There is, however, nothingnisic in the system of
the rules that tells us in which order they have to apply. Tlis to bestipulated

In the present analysis we see that the second ordering fgwags us an output
form, but sometimes the wrong one.

Analysis 2. The underlying form is assumed to be [t]. In place [0f{84a)ehe
now is a rule that voices [t] right after a voiced obstruenaamowel. There is a
second rule which inserts a schwa right before [d] or [t].

voice : +
MANNER:StOp

—voice

(88a) +obstruen

/[+Vvoice] #

H
t

(88b) @ —|[o] /C_C
(C and C similar)
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root /bagt/ /hkt/ /mendy /statt/
(89) @80) /bagt/ /hkt/ /mendot/ /startot/
@8a) /bagd/ /likt/ /mendod/ /startad/

If we schedule[[88a) beforE{88b), this will be the outcome:

root /bagt/ /hkt/ /mendy /statt/

(90) @8a) /bagd/ /hkt/ /mendd /statt/
@80) /bagd /likt/ /mendod/ /startot/

Once again, we see that schwa insertion must take place first.

Analysis 3. The underlying form isdd]. There is a rule that devoices [d] right
after a voiceless obstruent. There is a second rule wdetdtesschwa in between
dissimilar consonants.

(91a) /[-Vvoice] #

+voice
H
+0obstruent

—voice
+0obstruent

(91b) [6] - @ /C_C
(C and C dissimilar)

root /baged/ /hiked/ /mended/ /statod/
(92) @I0) /bagd) /likd/ /mendsd/ /startod/
@I13) /bagd /likt/ /mencbd/ /startod/

If we schedule[{91a) beforE{91b), this would be the outcome:

root /baged/ /liked/ /mendbd/ /startod/
(93) @I3) /bagod/ /hkod/ /mendod/ /startod/
@I0) /bagd /ikt/ /mendbd/ /startot/

We conclude that schwa deletion must preceded voice assioml

In principle, there are many more analyses. We can assumeantherlying
form to be anything we like (say, even [0] @r]). However, one clearly feels that
such a proposal would be much inferior to any of the above vByt?

The principal diference between them is solely the extent to which the rules
that transform them can be motivated language internallyedisas language ex-
ternally. And this is also the criterion that will make us oke one analysis over
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the others. Let’s look carefully. First, let us go back to Yieéce Agreement Prin-
ciple. It says only that adjacent obstruents agree in vgjagtrdoes not claim that
obstruents must agree with the preceding vowel, since wetakdy find forms
like [keet]. Analysis 2 incorporates the wrong version of Weece Agreement
Principle. Rule[(88a) repairs some of the forms without needile Analysis
1 repairs the forms if and only if they do not conform to the déiAgreement
Principle. Now look at Analysis 3: it does not conflict withethoice Agree-
ment Principle. However, it proposes to eliminate schwaenain forms such as
['hked]. There is however no reason why this form is bad. Tleeewords in
English such agvicked/ that have such a sequence. So, it repairs forms that are
actually well-formed. Thus the best analysis is the first] sproposes that the
underyling fom is [d].

Let us summarize: an analysis is preferred over anotheprbposes laws of
change that are widely attested (schwa insertion is onesaif tand final devoicing
is another). Also, an analysis is dispreferred if its rulesrge representations that
are actually well-formed. Thus, rules of the kind discudsex are seen aspair
strategies that explain why a form sometimes does not appées way expected.
What we are looking at here is, by the way, the mapping fronp ggmnological
form to surface phonological form. The last bit of evidentattmakes us go for
Analysis 1 is the following principle:

Not-Too-Similar Principle
No English word contains a sequence of subsequent simiktrueb
ents.

Namely, Rule[(84a) devoices an obstruent in coda if the pliageconsonant is
voiceless. And in that case, the Voice Agreement Princpl@dlated. After the
rule has applied, theftending part is gone. Rul€(84b) applies if there are two
subsequent similar consonants, precisely when the NotSTioaar Principle is
violated. After application of the rule thdfending part is gone.

Which Repair for Which Problem?

The idea that we are pursing is that deep-to-surface mappinsgitutionalize a
repair of impossible situations. Thus, every rule is mdadafrom the fact that
the input structure violates a constraint of the languagktha output structure
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removes thatffending part. Unfortunately, this is not all of the story. kaat the
condition that onsets may not branch. This constraintd®Kismany languages,
for example in Japanese and Finnish. But the two languageg different repair
strategies. While Japanese likes to insert vowels, Firliksh to cut the onset to
the last vowel. Both repair strategies are attested in ddmguages. However,
we could imagine a language that simplifies an onset clustis first element:
with this strategytrabant/ would become nofrabantti/ but /tabantti/ in
Finnish, Germanighrengas/ would become notrengas/, but/hengas/ instead,
and so on. This latter strategy is however not attested. 8ding that among the
infinite possibilities to avoid forbidden cluster combiieats, only some get used
at all, while others are completely disfavoured. Among é&ibet are in principle
available, certain languages choose one and not the otltan bther languages
it is the opposite.

Some general strategies can actually be motivated to arcelégree. Look
at schwa insertion as opposed to schwa deletion. While gertion of a schwa
is inevitably going to improve the structure (because laggs all agree in that
CV is a syllable...) the deletion of a schwa can in principleduce clusters that
are illegitimate. Moreover, it is highly unlikely that déleg a schwa will make
matters betters. Thus, we would expect that there is a bigartis the repair
by insertion of schwa. Yet, all these arguments have to bentakith care. For
example, if a rule changes stress, this can be a motivatoigrfan reducing or
eliminating a vowel.

Optimality Theory
Several ways to look at the regularities of language hava pegposed:

[0 Thegenerative approachproposesepresentationsandrules. The rules
shall generate all and only the legitimate representatibtise language.

[0 The descriptive or model-theoretic approach proposes onfhgpresenta-
tions and conditions that a representation has to satisfy in dodbelong
to a given language.

Note that generative linguists do not always propose tHatrare real, that is,
in the head of a speaker and that derivations take place m tirhey would say
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that the rules are a way to systematize the data. If that if@eever, it is not
clear why we should not adopt a purely descriptive accoumdyacterizing all
only the legal representations rather than pretendingttiegthave been derived
in a particular way. The more so since many arguments drawaviour of a
given analysis comes from data on child development andukzgglearning. To
interpret the data coming from learning we need to have aryhafathe internal
knowledge of language (‘language faculty’). This knowledggay either consistin
representations and conditions on the representationsfaxt in representations
plus a set of rules.

The discussion concerning the problem whether we should hades or not
will probably go on forever. Optimality Theory (OT) adds a new turn to the
issue. OT tries to do away with rules (though we shall seettisis an illusion).
Also, rather than saying exactly which representationsleggimate it simply
proposes a list a desiderata for an optimal result. If a tésulot optimal, still it
may be accepted if it is the best possible among its kin. Tiousegin, OT must
posit two levels:underlying representation (UR) andsurface representation
(SR). We start with the UR [beetd]fatted/). Which now is the SR? OT assumes
that we generate all possible competitors and rank thenrdiogpto how many
and how often they violate a given constraint.

Here is how it can work in the present situation. We shall emsthat the
SR deviates in the least possible way from the UR. To tlfate we assign each
segment a slot in a grid:

(94) b e t d
e o e o

We may subsequently insert or delete material and we maygehidue represen-
tations of the segments, but we shall track our segmentaghrtihe derivation. In
the present circumstances we shall require, for exampdé filey do not change
order with respect to each other. (However, this sometimppéns; this is called
metathesis) Here is an example where a segment changes:

b & t d
(95) A
b & t t
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Here is an example where we one segment is dropped:

(96)

O e — o T
R ey
—_ O — O

And here is an example where one segment is added:

b & t d
(97) N
b & to d

Now, we look at pairgl, O) of representations. Consider the following constraints
on such pairs.

Recover the Morpheme
At least one segment of any given morpheme must be presemved i
the SR.

This principle is carefully phrased. If the underlying miogme is empty, there
need not be anything in the surface. But if it is underlyingbt empty, then we
must see one of its segments.

Recover Obstruency
If an underlying segment is an obstruent, it must be an obstrim
the SR.

The last principle says that the segment that is underlyihgkting an obstruent
must first of all survive; it cannot be deleted. Second, thengime that it hosts
must be an obstruent.

Recover Voicing
If a segment is voiced in UR, it must be voiced in SR.
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Syllable Equivalence

The UR must contain the same number of syllables than the SR.
Recover Adjacency

Segments that are adjacent in the UR must be adjacent in the SR

These principles are too restrictive in conjunction. Theaids that one does not
have to satisfy all of them; but the more the better. An imratzlidea is to do
something like linear programming: for each constraintehis a certain penalty,
which is ‘awarded’ on violation. For each violation, the @sponding penalty is
added. (In school it’s basically the same: bad behaviouursghed, depending
on your behaviour you heap up more or less punishment.) Heanever the
violation of a more valuable constraint cannot be made up fay matter how
often someone else violates a lesser valued constraingufwolate a higher
valued constraint, you loose.

To make this more precise, for a pdir O) of underlying representation)(
and a surface representatidd)( we take note of which principles are violated.
Each language defines a partial linear order on the contstrauch as the ones
given above. It says infiect, given two constraints andC’, whetherC is more
valuable tharC’, or C’ is more valuable tha@, or whether they are equally valu-
able.

Now suppose the URis given:

[0 Suppose that = (I,0) andn’ = (I,0’) are such that for all constraints
thatr violates there is a more valuable constraint #Hatiolates. TherD is
calledoptimal with respect to O'.

[0 Suppose thafl, Oy andn’ = (I,O) are such tha€C is the most valuable
constraint thatr violates; and thaC is also the most valuable constraint
thatn’ violates. Then if” violatesC more often tham, O is optimal with
respect toO'.

[0 Oisoptimal if it is optimal with respect to every other pair with same UR.
The actual output form for is the optimal output form for. (If there are several

optimal output forms, all of them are chosen.) So, giveii we want to know
which SR corresponds to it, we must find@nvhich is optimal. Notice that thi®
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need not be unique. (OT uses the following talkandO’ are calledcandidates
and they getanked. However, candidacy is always relative to the UR.)

Let's apply this for [baetd]. We rank the constraints NTS (Nob-Similar),
RODbs (Recover Obstruency), RMorph (Recover the Morpheme)RAd] (Re-
cover Adjacency) as follows:

(98) NTS RObs RMorph> RAd|

The first three are ranked equal, but more than the fourtherQitinciples are left
out of consideration.

| /beetd | NTS| RObs| RMorph| RAd] |
[beetd] | %
(99) [baend] *
[beet] *
[baebd] x

The forms (a), (b), (c) all violate constraints that are leighanked than RAd|.

(d) violates the latter only. Hence it is optimal among therfo/Notice that we

have counted a violation of Recover Obstruency for (c), ¢éllengh one obstruent
was dropped. This will concern us below.) Note that the ogtiocandidate still

violates some constraint.

We now turn to the formiseepd Assume that the ranking is (with VAg#
Voice Agreement, RVoice Recover \oicing)

(100)  VAgr, RMorph RObs> RAdj > RVoice
This yields the following ranking among the candidates:
| /seepd | VAgr | RMorph| RObs| RAdj || RVoice |
[seepd] |
[seep] *
[seemp] *
[seepd] *
[seept] *

(101)

Some Conceptual Problems with OT

First notice that OT has no rules but its constraints are mdtfermedness con-
ditions on representations either. They talk about thediogldbetween an UR and
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an SR. They tell us inféect that certain repair strategies are better than others,
something that well-formedness conditions do not do. This tonsequences.
Consider the form [baend]. We could consider it to have beeratkby changing

[t] to [n]:

b & t d
(r02) | I 1l |
b & n t

Or we could think of it as being derived by deleting [t] andartgng [n]:

b & t d
(103) | | )
b & n d

More fancyful derivations can be conceived. Which one isegirif that can be

said at all? And how do we count violations of rules? The firs¢ @iolates

the principle that obstruents must be recoverable. Thensedoes not; it does
not even violate adjacency! Of course, we may forbid thatraksts be deleted.
But note that languages do delete obstruents (Finnish dné&s Smplify onset

clusters). Thus obstruents can be deleted, but we countatdas a violation of
the principle of recoverability of obstruents. Then theas®t pair violates that
principle. Now again: what is the punishment associateth wiat pair? How

does it get ranked? Maybe we want to say that of all possédsliakes the most
favourable one for the candidate.

The problem is a very subtle one: how do we actually measwkation?
The string [cat}l—how many constraints must we violate hotemto get it from
[startd]? For example, we may drop [s], then [d] and change theepbdharticu-
lation of the first sound to+velar]. Or may we drop [s] and [d] in one step, and
then change [t] to [k]—or we do all in one step. How many timagdwe violated
Rule C? The idea of violating a constraint 3 times as opposed to mates little
sense unless we assume that we apply certain rules.

Notes on this sectionThe transition from underlyingg/ to /t/, /o/ or /d/ has
mostly been described as morphophonemics. This is a setedf tlat control
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the spelling of morphs (or morphemes?) in terms of phonetdager this view
there is one morph, which is denoted by, §®AST/v (where/ - /y says: this
is a unit of the morphological level) and there are rules ow I realise this
morph on the phonological level (recall a similar discussia the transition from
the phonological to the phonetic level). Under that view, thorph/PAST/\y has

three realisations. The problem with this view is that itrma@inmotivate the rela-
tionship between these forms. Thus we have opted for thewolg view: there

is one morph and it is realised & phonologically. It produces illicit phono-

logical strings and there are therefore rules of combinetiat project the illicit
combinations into licit ones.



Morphology |: Basic Facts

Morphemes are the smallest parts that have meaning. Worgs ma
consist of one or several morphemes in much the same way \as the
consist of one or more syllables. However, the two concepéd,of

a morpheme and that of a syllable, are radicalfjedent.

Word Classes

Morphology is the study of the minimal meaningful units afigmage. It studies
the structure of words, however from a semantic viewpoititaathan from the
viewpoint of sound. Morphology is intimately related to sgx For everything
that is larger than a word is the domain of syntax. Thus withorphology one
considers the structure of words only, and everything eldeft to syntax. The
first to notice is that words come infterent classes. For example, there are verbs
(/to imagine/) and there are noung( car/), there are adverbgslowly/) and
adjectives fred/). Intuitively, one is inclined to divide them according toetr
meaning: verbs denote activities, nouns denote thingsrbswenote ways of
performing an activities and adjectives denote propertiesvever, language has
its own mind. The nouritrip/ denotes an activity, yet it is a houn. Thus, the
semantic criterion is misleading. From a morphologicahpoif view, the three
are distinct in the following way. Verbs take the endiygs/ed/, and/ing/, nouns
only take the endings/. Adjectives and adverbs on the other hand do not change.
(They can be distinguished by other criteria, though.)

(104) We imagine.
(105) He imagines.
(106) We are imagining.
(107) He imagined.

This distinction is made solely on the basis on morpholdgibange. The crite-
rion is at times not so easy to use. There are verbs that afemud in the way
above. For example, the veftun/ has no form/runned/. Still, we classify it as
a verb. For example, the English nouns take a subset of thegsthat the verb
takes. The worgveto/ is both a noun and a verb, but this analysis predicts that
itis a verb. Therefore, more criteria must be used. One isahi@king a context
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and looking which words fit into it.
(108) The governor the bill.

If you fill the gap by a word, it is certainly a verb (more exgdltransitive verb,
one that takes a direct object). On the other hand, if it cath&l gap in the next
example itis a noun:

(109) The vetoed the bill.

When we say ‘fill the gap’ we do not mean however that what waggatmean-
ingful sentence when we put in that word; we only mean that grammatically
(= syntactically) well-formed. We can fill ifcat/, but that stretches our imagina-
tion a bit. When we fill irY/democracy/ we have to stretch it even further, and so
on. Adjectives can fill the position between the determipeid/) and the noun:

(110) The governor vetoed the bill.

Finally, adverbs/slowly/, /surprisingly/) can fill the slot just before the main
verb.

(111) The governor vetoed the bill.

Another test for word classes in the combinability witfixes. Affixesare
parts that are not really words by themselves, but get glmao words in some
way.) Table[1ll shows a few Englisiffiaes and lists the word classes to which
it can be applied. We see that the list dfidees is heterogeneous, and thabas
do not always attach to all members of a class with equal ¢asei-house/,
for example, is yet to be found in English). Still, the teste@ls a lot about the
division into ditferent word classes.

Morphological Formation

Words are formed from simpler words, using various procesddis makes it
possible to create very large words. Those words or partedhe¢hat are not
composed and must therefore be drawn from the lexicon aledealbts. Roots
are ‘main’ words, those that carry meaning. (This is a sonagwhzy definition.
It becomes clearer only through examples.ji¥es are not roots. Inflectional
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Table 11: English A&fixes and Word Classes
Affix  Attachesto Forming Examples

anti- nouns nouns anti-matter, ant-aircraft
adjectives  adjectivesanti-democratic
un- adjective adjectives un-happy, un-1lucky
verbs verbs un-bridle, un-lock
re- verbs verbs re-establish, re-assure
dis- verbs verbs dis-enfranchise, dis-own
adjectives  adjectivesdis-ingenious, dis-honest
-ment verbs nouns establish-ment, amaze-ment
-ize nouns verbs burglar-ize
adjective verbs steril-ize, Islamic-ize
-ism  nouns nouns Lenin-ism, gangster-ism
adjectives  nouns real-ism, American-ism
-ful  nouns adjectives care-ful, soul-ful

-ly adjectives  adverbs careful-ly, nice-ly
-er adjectives  adjectivesnic-er, angry-er

endings are also not roots. An example of a rogtist/, which is form identical
with the singular. However, the latter also has a word bogniharker at the right
and (so it looks more like/¢at#/, but this detail is often generously ignored). In
other languages, roots are clearly distinct from every fpomget to see on paper.
Latin /deus/ ‘god’ has two parts: the rogtle/, and the nominative endings;/.
This can be clearly seen if we add the other forms as well:tigeritdei/, dative
/deo/, accusativedeum/, and so on. However, dictionaries avoid using roots.
Instead, you find the words by their citation form, which irtibas the nominative
singular. So, you find the root in the dictionary ungius/ not underde/. (Just
an aside: verbs are cited in their infinitival form; this need be so. Hungarian
dictionaries often list them in their 3rd singular form. $hs because the 3rd
singular reveals more about the inflection than the infigitivhis saves memory!)

There are several distinct ways in which words get formedremeer, lan-
guages dfer greatly in the extent to which they make use of them. Thetmos
important ones are

0 compounding two words, neither anfiix, become one by juxtaposition.
Each of them is otherwise found independently. Example&gaed keeper/,
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/whistleblower/ (verb+ noun compoundyhotbed/ (adjective+ noun).

O derivation: only one of the parts is a word; the other is only found in com-
bination, and it acts by changing the word class of the hosantples are
the dhixes which we have discussed aboten¢i/, /dis/, /ment/).

O inflection: one partis an independent word, the other is not. It doeghew
not change the category, it adds some detail to the categdlgction of
verbs by person, number, tense ...).

Compounding

In English, compounds are disfavoured over syntactic coasbns involving sev-
eral words. It has to be said, though, that the spelling dotseally tell you
whether you are dealing with one or two words. For examptapagh one writes
/rest room/, the stress pattern sounds as if one is dealing with only arrel.w
Fortunately, there are languages where tifeedince can be told immediately.
German is such a language.

(112) Regierung-s-entwurf
government proposal
(113) Schwein-e-stall

pig sty
(114) Ré&d-er-werk
wheel work= mechanism

The compoungRegierungsentwurf/ not only contains the two wordRegie-
rung/ (‘government’) andEntwurf/ (‘proposal’), it also contains an ‘s’ (called
‘Fugen s’= ‘gap s’). To make German worthwhile for students, what gets i
serted is not always an ‘s’ but sometimes ‘¢Schweinestall/ is composed
from /Schwein/ and/Stall/. /Raderwerk/ is composed frorniRad/ and/Werk/.
/Schweine/ and/Rader/ sound exactly like the plural, whij@egierungs/ is not

like any case form ofRegierung/. In none of these cases can the compound be
mistaken for a multiword construction.

The meaning of compounds often enough is not determined frenmean-
ing of its parts. It is characteristic of compounds that tbégn juxtapose some
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words and leave it open as to what the whole means (takey laundry/ or
/coin washer/, which are generally not places where you launder money shwa
coins; if you did you would be inserious trouble). This is mtmue of nousRnoun
compounds than of vesimourynourk-verb compounds, though.

Sanskrit has far more compounds than even German. Thereeistia@ clas-
sification of compounds in terms of their makeup and meaning.

Derivation

English has a fair amount of derivationdfigaes. Tabld 11 shows some of them.
We said that derivation changes the category of the word; ithnot necessar-
ily so. Thus it might be hard to distinguish derivation fronfleéction in that
case. However, derivation is optional (while inflection @)n and can be iter-
ated (inflection cannot be iterated). And, inflectionfiixa@s are typically out-
side derivational fiixes. To give an example: you can fofieepublican/ from
/republic/. To this you can adghnti/: /antirepublican/ and finally form the
plural: /antirepublicans/. You could have added the ‘s’ frepublic/, but
then you could not go on with the derivation. There is no wgrdpublicsan,.
Similarly, the word/antirepublics/ has only one derivation: firganti/ is
added and then the pluralf§®. Whether or not a word is formed by derivation is
not always clear. For example /iseside/ formed by dfixation? Actually, it once
was, but nowadays it is not. This is because we do not havebd igdide/ except

in some idioms. Thus, derivation may form words that inifi@re perceived as
complex, but later lose their transparent structure. Traghe because they start
to sound diferent or because the base form gets lost. Nobody would guetshie
word/nest/ once was a complex wordnizdo/ (here the star means: this form is
reconstructed), derived from the worgsi/ (‘down’) and*/sed/ (‘sit’).

Inflection

To fit a word into a syntactic construction, it may have to ugdesome changes.
In English, the verb has to get an ‘s’ffu if the subject is third person singular.
The addition of the ‘s’ does not change the category of thb;uemakes it more
specific, however. Likewise, the addition of past tense. iAgldnflection thus
makes the word more specific in category, narrowing down ¢gimeexts in which
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it can occur. Inflection is not optional; you must choose dleational ending. In
Latin, adjectives agree in gender, number and case withdte they modify:

(115) discipul-us secund-us
student-nom.sg second-masc.nom.sg
(116) discipul-orum secund-orum
student-gen.pl second-masc.gen.pl
(117) puell-arum secund-arum
girl-gen.pl second-fem.gen.pl
(118) poet-arum secund-orum
poet-gen.pl second-masc.gen.pl

The last example was chosen on purpose: form identity isagptired. It is actu-
ally true that the forms of adjectives resemble those of solime wordpoeta/
belongs a form class of nouns that are mostly feminine, why adjectives
show this form class if agreeing with a feminine noun (this hestoric reasons).
But the form class contains some masculine nouns, and t@ agte them ad-
jectives show a dilerent form class. The latter actually is identical to thatalh
contains more masculine nouns. This also explains why we havadded gender
specifications to the nouns; unlike adjectives, nouns dan@aecomposed into
gender and a genderless root.

The morphological characteristic of inflection is that iherder to identify an
actual @ix (morph).



Syntax |: Categories, Constituents and Trees. Con-
text Free Grammars

Sentences consist of words. These words are arranged oupgof
varying size, calledonstituent The structure of constituents israe

We shall show how to define the notion of constituent and cioestt
occurrnce solely in terms of sentences.

Constituents

Sentences are not simply sequences of words. They arewtdct Look for
example at

(119) This villa costs a fortune.

We claim that, for examplg¢a fortune/ is a sequence of flerent character than
is /costs a/. One reason is that it can be replaced/ibych/ without &fecting
grammaticality:

(120) This villa costs much.
Likewise, instead ofthis villa/we can say
(121) This costs much.

Notice that exchanging words for groups or vice versa do¢seed to preserve
the meaning; all that is required is that it preserves graticaldy: the result
should take English sentences to English sentences, arBmglish sentences to
non-English sentences. For, example if we repjacats much/ by /runs/ we
are not preserving meaning, just grammaticaliyis runs. Notice that any of
the replacements can also be undone:

(122) This villa runs.

We call a sequence @nstituent if (among other conditions) it can be replaced
by a single word. A second condition is that the sequence eamodrdinated.
For example, we can replage fortune/ not only by/a lot/ but also by/a
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fortune and a lot/. The latter construction is callembordinated because it
involves the wordand/ (a more precise version will follow). On the assumption
that everything works as promised, the constituents of éméenice[{119) has the
following constituents:

this villa costs a fortune,
this villa, costs a fortune,
this, villa, costs, a fortune,
a, fortune

(123)

This way of indicating structure is actually not helpfulchese if we have several
occurrences of the same word it does not tell us which ocooeres going together

with which other. Luckily, there are good ways to represéetdtructure. Here

are namely a few observations about constituents. Let ok tfia sentence as a
sequence of words, like this:

this villa costs a fortune

(124)
Wo W3 Wy Wsg

The constituents can be named as follows:
(125) {W1WoW3WaWs, Wi Wo, Wi, Wa, WaWaWs, W3, WaWs, Wa, Ws}

Letw;w,ows . .. W, be a sequence of words constituting a sentence of Engliggn Th
a constituent of that sentence has the fanw, Wi, ... w;, for examplew,ws,
WsWsW; but notw,w,w;. It always involves aontinuous stretch of words

Continuity of Constituents

Constituents are continuous parts of the sentence.

Non-Crossing

Given two constituents that share a word, one must be coeiplet
inside the other.

Words are Constituents

Every occurrence of a word forms its own constituent.

Here is a useful terminology. A constitue@tis animmediate constituent of
another constituer if C is properly contained i, but there is no constituent
D’ such thatC is properly contained i’ and D’ is properly contained imD.
Our sentencd(119) has only two immediate subconstitu¢rtiss villa/ and
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this villa costs 8

a fortune

Figure 3: An Unlabelled Syntactic Tree

/costs a fortune/. The latter has the immediate constituefdssts/ and/a
fortune/. Itis not hard to see that it is enough to establish for eacistitmients
its immediate subconstituents. Notice also that we camexXtee notion of prece-
dence to constituents. A constituéhprecedesa constituenD if all words of C
precede all words dD. So,/this villa/ precedega fortune/ becauséthis/
precedes botha/ and/fortune/ and/villa/ precedes botha/ and/fortune/.

This coincidence opens the way to a few alternative reptasens. One is by
enclosing constituents in brackets:

(126) [[[this] [villa]][[[ costs] ][ a] [fortunel]]]]]

Typically, the brackets around single words are omittedugfin. This gives the
slightly more legible

(127) [[this villa] [[costs [a fortunel]]]]

Another one is to draw a tree, with each constituent repteddny a node, and
drawing lines as given in Figufé 3. Each node is connectedlimg &o its imme-
diate subconstituents. These lines go down; a line going epnsequently from
a constituent to the constituent that it is an immediate plar®o, 8 and 9 are the
immediate constituents of 7, 6 and 7 are the immediate sitoents of 3, and
so on. It follows that 6, 7 and 8 are subconstituents of 3, Wwisdo say that 3
consists ofcosts/, /a/ and/fortune/.
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Definition 9 A treeis a pair (T, <) where T is a set and is a set of pairs of
elements from T such that (a) if«y and x< z then either y< z, ory= z or

z < y and (b) there is an element r such thakx for all x # r (r is called the

root).

The tree in Figur€l3 consists of the nodeg,B, ..., 9 (we ignore the stilibelow
them; this concerns wordforms and is of no interest to sym@add these things
for orientation only). The relatior is as follows: 2< 1,3< 1,4< 1,5< 1,
6<1,7<1,8<1,9<1:4<2,5<2:6<3,7<3,8<3,9<3:8<7,9<7;
no other relations hold.

Notice also that the order in which elements follow each othalso reflected
in the tree, simply by placing the earlier constituents wl#it of the later ones.

Categories

A contextis a pair(X,Vy) of strings. We denote them in a more visual way as
follows:

(128) X y
An example of a context is
(129) this a fortune

(Notice the blanks left and right of the gap!) Given a senégravery substring
is uniquely identified by its context: the part that precedesnd the part the
follows it. The missing part in[{129) isvilla costs/. So, every substring
can be denoted by its left context and its right context. Subsg a substring
by another is extracting the context and then putting baekréplacing string.
Replacing/villa costs/ by /misses/ gives

(130) this misses a fortune

Not a good sentence, but grammatical. (Does this show, bw#lyethat/villa
costs/ is a constituent ...?)

We agree to call arbitrary strings of English worsnstituentsjust in case
they occur as constituents sommesentence. The wording here is important: | do
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not say that they have to occur everywhere as constituemaythappen that a
sequence occurs in one sentence as a constituent, but nuatimea Here is an
example. The stringyou called/ is a constituent if{131) but not i {132):

(131) This is the man you called.
(132) This is a song for you called "Sweet Georgia Brown".

To know why this is to try to substitutdrou called/ by /you called and
Mary liked/. So, first of all we need to talk about sequences that casuon-
stituents If they do, we call the occurrencecanstituent occurrence

We are now ready to make matters a bit more precisstriAg is a sequence
of letters (or sounds). Atring languageis a set of strings. The set of sentences of
English is an example. Call this sét We say that a string is a (@rammatical)
sentence of Englishust in caseXis a member oE. So,/We stay at home./is
a (grammatical) sentence of English whitars a sell if./is not. Based on
this set we define constituents and constituent occurrearceall that.

First we give some criteria for constituent occurrenc@sas aconstituent
occurrencein Zonly if:

O Z=0xv,
0 Ze E;
O eitherdV € E or there is a single word such thatiww € E;

0 dX_and_XvV € E.

The reason why ifll we usextwice rather than some more imaginative conjunct
(as we did above) is that for a formal test it is of use if we havehoose an
appropriate string. What if we choose the wrong one? Notfahem work in all
circumstances, so it is better to use something less imeggraut secure.

In casel] — [0 are satisftied we say théi, V) is aconstituent occurrenceof
X (in 2). This listis incomplete. In other words, there are moréecdia that need
to be satisfied before we say théhas a constituent occurrence. But this list shall
sufice for us.
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Let us apply this to[{I31) an@{1132). With= you called we have in[[131)
the occurrence

(133) (This.is.the.man.,..)
0 andO are obviously met. Thdil and[J are met is witnessed by the following.

(134) This is the man.
(135) This is the man you called and you called.

We try the same o (IB2). The following sentence is ungrancalasol] fails.

(136) *This is a song for you called and you called "Sweet
Georgia Brown".

Definition 10 A category (of a given language) is a satof strings such that any
constituent occurrence of a member’otan be replaced by any other member of
A yielding once again a constituent occurrence.

Thus, given thak andy are members of the same categoryx¥ is a grammatical
sentence of English, so il§V and vice versa.

The definition of a category is actually similar to that of @pbme; phonemes
were defined to be substitution classes up to meaning pedgary Here we de-
fine the classes up to grammaticality (more or less, sinceawe the caveat about
‘constituent occurrences’ because we are dealing withabstgution of strings
for strings, not just of an item for another item). We give aaraple. The intran-
sitive verbs in the 3rd personal singular form a category:

(137) {falls,runs,talks,...}

By this definition, however/talks/ and/talk/ are not members of the same
category, for in[(138) we cannot replatalk/ by /talks/. The result is simply
ungrammatical.

(138) Mary and Paul talk.
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this villa costs D NP

a fortune

Figure 4: A Labelled Syntactic Tree

It seems that the number of categories of any given languagé lme enormous if
not infinite. It is certainly true that the number of categsris large, but it has a
highly regular structure which we shall unravel in part forgsh.

Now that we have defined the constituents, let us go back tdreerin Fig-
ure[3. Each of the nodes in that tree is a constituent, henloadseto some
category. Omitting some detail, the categories are giveigare[4. (We call
S a sentence, D a determiner, DP a determiner phrase, NP gohoase, VP a
verb-phrase, V verb.)

Context Free Grammars

Now look at Figurd¥. If the labelling is accurate, the foliag should follow:
any sequence of a determiner phrase followed by a verb plsaseentence.
Why is this so? Look at the tree. If DP is the category to whidhis villa/
belongs, and if VP is the category to whitbsts a fortune/ belongs, then
we are entitled to substitusnyDP for/this villa/, andanyVP for/costs a
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fortune/:
this villa costs a fortune.
a car walks.
(139) .
it catches the bus.
tomorrow’s sunshine sings praise to the Lord.

None of the sentences you get are ungrammatical, so thiglgcseems to work.
We state the fact that a DP followed by a VP forms a sentendeeiridllowing
way:

(140) S—DP VP

We have seen earlier statements of the form ‘something oteftie—» ‘some-
thing on the right’, with a slash after which some conditibm$he context were
added. The condition on context is absent; this is why the isitalledcontext
free. Because it can be used no matter what the context is. Howsetce one
difference, namely that the thing on the left is always a singiebsy, denoting a
category, while the thing on the right is a sequence of symhwahich may each
be either a category or a word. gkammar is a set of such rules, together with a
special symbol, calledtart symbol (usually S). Consider by way of the example
the following grammar. The start symbol is S, the rules are

(141a) S—DP VP

(141b) DP—-D NP

(141c) D — a|this

(141d) NP — villa| fortune
(141e) VP>V DP

(141f) V — costs

Here, the vertical strokd’‘is a disjunction. It means ‘can be either the one or
the other’. For example, the notationB althis is a shorthand for two rules:
D — aand D— this.

This grammar says thdf (1119) is of category S. How does it dt?tht says
that/this/ is a determiner (D; Ruld{14llc)), ardilla/ is a noun phrase (NP;
Rule [I411#)). By Ruld{I41b) we know that the two togetherzald. Similarly, it
tells us thafa fortune/is a DP, thafcosts a fortune/is a VP. Finally, using
Rule (I41h) we get that the whole is an S. Now, the role of tag symbol is the
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following. The grammar is said tgeneratethe category of its start symbol. This
is called thelanguagedefined by that grammar. Ideally, a grammar for English
should generate exactly those sentences that are propksterg the following
sequence, each line is obtained by the previous by doingept@aement accord-
ing to the rules.

(142) S
DP VP
D NP VP
D NPV DP
DNPVDNP
this NPV D NP
this villa VD NP
this villa costs D NP
this villa costs a NP
this villa costs a fortune

Notes on this sectionLet’s return to our definition of constituent occurrence.
Context free grammars provide strings with a constitueatysis. However, not
every such analysis conforms to the definition of constitsilerfo make every-
thing fall into place we require that the grammars of Enghslie the following
universal rule schema. For every category symbtiey contain a rule

(143) X — X.and_X

Furthermore, for everX they must either have a rule
(144) X - o

(whereg is the empty string) or a rule

(145) X - W

for some word. If that is so, the criterid — O will be met by all constituents
assigned by the grammar.



Syntax II: Argument Structure

Lexical Categories

There are several tens of thousands of categories in a lgagoeybe even mil-
lions. Thus the number of rules that we have to write is faléoge to be written
one by one. Thus, while in phonology the desire for genetalsraould still be
thought of as so urgent, here it becomes absolutely centvalshall put to use
our notation of attribute value structures (AVSs). We sbélrvith a few general
purpose rules and then refine them as we go along.

First, words fall into roughly two handful of so-calléexical or major cat-
egories The ones we shall be using araoun (N), verb (V), adjective (A),
adverb (Adv), preposition (P),complementizer(C), determiner (D), andtense
(T). Not all classes have single words in them, but most aftde:

car, house, storm, insight

run, eat, hasten, crawl

greedy, raw, shiny, cheerful
(146) Adv very,steadily,allegedly, down
in, for, about, below
that,which, because,while

a, the, this, those

>< Z

OO

Our first attribute i ar, and it has the values just displayed (so far, they are N, V,
A/ Adv, P, C,D, T).

Subject and Object

The next distinction we want to make is that betweemaad and aphrase We
have made that distinction earlier, when we called certairde determiners and
certain constituents DPs=(determiner phrases). The distinction is intimately
connected with the notion of argument structure. The arguirsteucture tells us
for each word what kinds of constituents it combines withainf a phrase. Take
the verbgrun/ and/accuse/. The dtference between the two is that the first is
happy to combine with just one DP, sahe sailors/to form a sentence, while
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the latter is not:

(147) The sailors run.
(148) *The sailors accuse.

To make the latter into the sentence, you need to supply twe mes, one for
the one who is accused and one for what he is accused of:

(149) The sailors accuse the captain of treason.

We say,/run/ takesone argument /accuse/ takesthree arguments It means
that in order to get a grammatical senteneen/ only needs to combine with one
DP,/accuse/ needs three. (There ardldirences in the degree to whitcuse/
needs any one of its arguments; this is a matter we shall nioitg9

As for verbs, they always have one argument in a sentencethands the
subject The subject is that argument which is in the nominative ca®e can
recognize it by the form of pronoun that you have to use. Thgestiis/she/,
/he/, /it/, /1/, /you/, /they/ and not/her/, /him/, /me/, /us/ and/them/. (The
form /you/ is both nominative and accusative, so we cannot use it fotesir)
If instead you have to use the accusative forms, you are mhgo&t the direct)
object.

(150) They run./"Them run.

(151) They accuse the captain of treason.
(152) *Them accuse the captain of treason.
(153) The sailors accuse us of treason.
(154) “The sailors accuse we of treason.

Unless adverbs are present, English puts the subject rggbtéothe verb, and the
object right after it. So, this actually is another diagimog&ir subject and object.
The third argument i®f treason/. Thisis formed by using a prepositiofo£/),

so it is called a PP preposition phrase). There are as many preposition phrases
as there are prepositions. We shall deal with them a littkr.la

A verb is calledintransitive if it has no direct object. Otherwise it is called
transitive. Hence/run/ is intransitive/accuse/ is transitive. Verbs may also be
both; /break/ and/eat/ can occur both with and without a direct object. Such a
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verb is both transitive and intransitive; we say that iisedtransitively if there is
a direct object (as if{I55)), and intransitively otherwiase in [I56)).

(155) The children are eating the cake.

(156) The children are eating.

The distinction between transitive and intransitive taswhether or not the verb
needs a direct object as an argument.

We observe that intransitive verbs are distributionallyiealent with the com-
bination of transitive verbdirect object:

. ran.
The child
lost the battle of Waterloo.
(157) Napoleon
. , ate the cake.
My neighbour’s dog

is beautiful.

This tells us two things: transitive verbs plus (direct)emttg form a constituent,
and this constituent can be replaced by an intransitive verb

Linguists have therefore proposed the following schemensGents have
two attributes: a major category andpeojection level. The levels are 0, 1, 2.
They are also callebar levels (because they used to be denoted by overstrike
bars). Other notation isiCD‘or determiner, O level; B D or D’ for determiner

first projection; and B, D or D” for determiner level 2, or determiner phrase.
Words are uniformly assigned level 0, and phrases are lev@2what we used
to call a determiner (D) is now a®Dand the representation of it and a determiner
phrase (DP) is like this:

car :D car D
proJ:0 ] bP = [ PROJ:2 ]

(158) D=

The need for an intermediate level will become clear beloke following rules
are proposed for English (to the right you find a more usemnfily notatiorof the
same rulé:

cat 3V | [ car :D |[ car :V ,

(159) i PROJ:2 ] - i PROJ:2 ] [ proJ: 1 ] VP—=DP ¥V
[ caT 1V ] [ cat 1V ] , 0
(160) i pPrOJ:1 | - i prOJ:0 | VioV
[ car :V | [ car :V ][ car :D , ,

(161) i pPrOJ:1 | - i prOJ:0 | [ PROJ:2 ] Vi- V' DP
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The start symbol is momentarily VP. Now, the rdle{l159) sdn & sentence=(
VP) is something that begins with a determiner phrase andtis a level 1 V.
(I80) is for intransitive verbs[{I61) is for transitive ber Thus, we further add
an attributerrs with values+ and—, to prevent an intransitive from taking a direct
object:

Cear V] [ car :V ]
(162) R PROFO
L . | TRs — |
- 1 | car V]
car vV ) car :D
(163) pro11 | PRO¥O |>PRO£2 ]
L . | TRs I+ |
[ car V|
(164) PrOJ:0O | » sit |walk|talk]---
| TRS — |
[ car V|
(165) ProJ:0 | — take |see|eat|---
| TRS I+ |

Notice that we did not specify transitivity for'vV This is because we have just said
that a V! is a transitive verb plus direct object or an intransitivdovd@ hus we say
that a \V is intransitive, and there is simply no transitivé.\{Cases likgThey
call him an idiot./ seem like involving a verb with two direct objects. This
IS not so, but to make our case would take us too far afield.)s Timuthe above
rules with can simply drop mentioning transitivity fors/

We should mention here the fact that some verbs want sert@s@guments,
not DPs. The sentence must be opened with a complementszed)yythat/.

(166) John believes that the earth is flat.
(167) John knows that two plus two is four.

These sentences are also called objects. They can be plgadis/ or/that/,
showing that they are either subjects or objects. Theywadlle verb, so they must
be objects. In the following examples they are subjects:

(168) That the earth is flat is believed by John.
(169) That the cat was eating his food annoyed the child.
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Obligue Arguments and Adjuncts

Verbs can have other arguments besides the subject andjdue, dbo. These are
calledoblique. Let us look at the verlfaccuse/ again. In addition to a direct
object it also wants a PP expressing subject matter. This &R begin with

the prepositionfof/. There are verbs that require a PP wibl/ (for example
/count/), others a PP witliabout/ (for example/think/), and so on. Let us add

a new attributerer whose value can be any of the prepositions of English. Then
/accuse/ will get the following syntactic category:

cat .V
proJ:0
TRS .+
PREP.Of

(170)

This tells us thataccuse/ wants a subject (because all verbs do), a direct object
(because it is transitive) and a PP openedadfy (because this is how we defined
the meaning obrep.of). To get the positioning of the phrases right, we propose
to add the following rules:

[ car :V | [ car :V ][ car P
(171) proJ:1 | > | prOJ:1 PROJ:2
| PREP.OT | | PrRep.O0f || PrEP.Of
[ car (P | [ car :P
(172) PrROJ:2 | = | prOJ:1
| PREP.OT | | PREP.OT |
[ car P | [ car (P ] car D
(173) proJ:1 | = | prOJO [ ) ]
) ) PROJ.2
| PrEP.OT | | PREP.OF |
e
(174) PrROJ:0 | — of
| PREP.Of |

Similarly for every other preposition. Notice that we hawed the featurerkep:
of] also for prepositions; this makes sure that the right pséfmm appears at last
in the structure!

The rules say that the PP is to be found to right of the diregabpif there is
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one. This is generally the case:

(175) They found the gold in the river.
(176) *They found in the river the gold.
(177) The pilot flew the airplane to Alaska.
(178) *The pilot flew to Alaska the airplane.

Indeed, we can observe that the above rules hold for anpprapositional phrases,
so we simply replac¢on/ by a placeholder, say. The rules then look like this.
We show the Ruld{IT1) only, which becomes{179).

car 1V caT 'V car P
(179) PrOJ:1 | — | PrROJIL PROJ:2
PREP.( PREP. (¥ PREP. (¥

The idea is that in this rule schemamay be instantiated to any appropriate value.
In this case the appropriate values are the English prepositIf we choosey,
every occurrence o must be replaced by the same value. For example, the
following is nota correct instance of(1179):

car V car V car P
(180) PrOJ:1 — | PrOJ:1 PROJ:2
PREP.about PREP.ON PREP.about

Notice that the PP does not pass directly te PP, there is an intermediate level 1
projection. (The reason is not apparent from the data giedarsand some syn-
tacticians dispute whether things are this way. Howeve purposes it makes
the syntax more homogeneous.) Notice also that the leved doedecrease. A
verb plus PP has the same level as the verb itself, namely drefidre the PP is
called an adjunct. Adjuncts do not change the level of thgeptimn, but direct
arguments do.

X-Bar Syntax

The structure of PPs looks similar to that of transitive yanbases, except that the
subjectis generally missing. This similarity exists asroategories. We take as an
example NPs. There exist not only nouns as such, but nourtakearguments.
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These arguments are mostly optional, which is to say thatsioan be used also
without them.

(181) the counting of the horses

(182) some president of the republic
(183) a trip to the Philippines

(184) this talk about the recent events

In English, nouns cannot take direct arguments. The Yeshnt/ is transitive
(/count the horses/), but the gerund wants the former object in a PP opened

by /of].

We can account for this in the same way as we did for verbs. W @louns
to additionally have a featuregep : of], or [prep : in], and so on. And if they
do, they can (but need not) add a PP opened by the corresgaméiposition.

[ car ;N | [ car :N car P
(185) proJ:1 | — | PrOJ:O PROJ:2
| PREP.OT | | PrRep.Of || PrEP.Of
[ car XN | [ car :N
(186) proJ:1 | = | PrOJ:O
| PrEPOT | | PrREP.OF |

These two rules are abbreviated as follows.

cat N cat N cat P
(187) prOJ:1 | — | PrOJ:O PROJ:2
PREP.OT PREP.OT PREP.Of

The brackets around an item say that it is optional. For cetepkss, let us note
that we have the following rules.

(188) PROJ:0 | — counting | brother | election | chief|---

car :N
PREP.OT |
car :N
(189) PrOJ:0 — doubt | question | talk | rumour | ---

PREP.about |
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We note in passing the following. A PP opened#lyout/ has (mostly) the mean-
ing “concerning”. It indicates the person or thing in the cerof attention. With
nouns denoting feelings, opinions, and so on it feels nbthed the preposition
/about/ is used, so we are inclined to think that the grammar does ang hot
tell us this. One indication is thgabout/ can be replaced byconcerning/.
Unfortunately, this does not always give good results:

(190) doubts concerning the legitimacy of the recall
(191) questions concerning the statement by the police officer
(192) *talk concerning the recent book release

Thus, although the intuition seems generally valid, thése & a need to record
the habits of each noun as to the PP that it wants to have.

Now we take a bold step and abstract from the categories arldrdehat
English has the following general rules:

(193) XP — (YP) X’ XP— XP YP
(194) X ->YP X X - X YP
X" = X° (YP)

Translated into words this says: phrasal adjuncts are alwaythe right, while
first level adjuncts are either on the right or on the left. Phejection of X to
the right is called thdnead The YP in the first rule is called thepecifier, the
one in the third and fourth rule is called themplement Subjects are specifiers
of verbs, direct objects complements of verbs. Englishifipez are on the left,
complements on the right. All these terms as&ational. An occurrence of a
phrase is not a complement per se, but the complement of iayartphrase XP
in a particular construction.

If we look at other languages we find that theytel from English typically
only the relative position of the specifier, complement adyiact, not the hier-
archy. Moreover, the direction changes from category tegmt. German puts
the verb to the end of the clause, so the complement is tdfitsTlee structure of
nouns and PPs is however like that of the English nouns. &spaand Hungarian
put prepositions at the end of the PP. (That is why they atedcatore accurately
postpositions A P that can be both a preposition and a postpositiona isctalh
adposition). Sanskrit puts no restriction on the relative positionhef subject£
specifier of verb) and object(complement of the verb).
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The Global Structure of Sentences

The start symbol is CP, for all languages. Constituents dnatCPs are often
calledclauses Sentences have a global structure. In English, it lookesthiks:

(195) [XP[C°[YP [T° VP[]

This means the following. The leftmost element is the spacdf CP. Then fol-
lows the complementizer @& and then the complement of the complementizer. It
in turn has the following structure. First comes the speaciffel (ense). Then the
T° and then the VP. We will see later why we need all these pattseisentence.
The largest CP, which contains the entire sentence is ddléadatrix clause.

Notes on this sectiorsince PPs are adjuncts, they can be repeated any number
of times. But the PPs that are selected by the verb cannopleatex:

(196) “The sailors accused the captain of treason of cruelty.

The feature system of this section allows for arbitrary tiéjp&, however. This
can be prevented. What is really needed is a feature systradds the require-
ments for each occurring object and then checks them aghs of the verb. |
shall not work out the details here, as they are not reveéind not pretty either).
This ultimately leads to a system call&eneralised Phrase Structure Gram-
mar (GPSG), proposed inlGazdaret al,, 1984, which later developed intdead
Driven Phrase Structure Grammar (HPSG, see[Pollard and Sag, 19D%



Syntax IlI: Local Dependencies and Constraints: Se-
lection, Agreement and Case Marking

The organisation of phrases is as much a matter of placenseat a
matter of morphological marking. When a head (for examplera)v
wants an argument it also determines some of its morphaobfga-
tures. Selection is the fact that it wants and argument; isabe fea-
ture that identifies a phrase as a particular argument ofébad.hPAnd
finally agreement is something that both head and argumeang sh

Grammatical Features

Nouns come in two varieties: there are singular and plurahso Singular and
plural are callechumbers. We have already mentioned a few ways in which the
singular and plural of nouns are formed. For syntax tifiecént ways of forming
the plural are not relevant; only the fact whether a nounngudar or plural is
relevant. A way to represent the number of a noun is by addinaftaibutexum,
with values sing and pl (in other languages there will be mgre&So we have that
the syntactic representationof ‘mouse’ and ‘mice’ is

car :N car N
(197) mouse : | proxO ,mice :| prorO
NUM:Sing NuM:pl

This we rephrase by using the following rules:

car :N
(198) l proJ:0 — mouse
NUM:SINg |
car N |
PrROJI0 [ > mice
NuM:pl |

(199)

An alternative notation, which is used elsewhere and shoowd be self-expla-
natory, is DP[sing] and DP[pl]. (The attributem is omitted, because sing and
pl are only values of that attribute not of any other.) We khsaé this type of
notation without further warning. It is to be thought of adedviatory only.
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Also noun phrases in English, like nouns, can be both simgard plural.
Whether or not an NP is singular or plural can be seen by lapkinthe head
noun.

(200) fearful warrior (singular)
(201) fearful warriors (plural)
(202) brother of the shopkeeper (singular)
(203) brothers of the shopkeeper (plural)

In the first example the head noun/igrrior/, in the second it igwarriors/.
This indicates that in the first example the NP is singulad, @aral in the second.
Thus, the number feature is passed up, so to speak, to theepinoan the head.
Notice that the determiner isftierent depending on whether the NP is singular or
plural.

(204) this fearful warrior
(205) “these fearful warrior
(206) “this fearful warriors

(207)  these fearful warriors

We say that like nouns, determiners have a singular and alpturm and that the
determineragreeswith the NP complement in number. This will be put into the
rules as follows. (The letter may be instantiated to any legitimate value, in this
case sing or pl. Notice that within a single rule, each o@we ofe must be
replaced by the same value.)

car D | car :D |[ car :N
(208) prOJ:1 | — | PrOJO PROJ:2
NUM:@ | NUM. (v NUM (v
car :D
(209) ProJ:0 — this|the|a]---
NUM:SINg |
car D |
(210) PROJ:0 | — these|the |@|---
NuM:pl |

Here, @ is the empty string. It is needed for indefinite plurals (theral of /a
car/ is/cars)).
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The choice of the determiner controls a feature of DPs thstrnisetimes syn-
tactically relevant: definiteness. DPs are said taé#nite if, roughly speaking,
they refer to a specific entity given by the context or if they @aniquely described
by the DP itself. Otherwise they are calledlefinite. The determiner of definite
DPs is for examplé¢this/, /that/ and/the/. The determiner of indefinite DPs is
for example/a/ in the singular/some/ in singular and plural, and in the plural.

In other languages, nouns have more features that are sigatycrelevant.
The most common ones ataseandgender. Latin, for example, has three gen-
ders, callednasculing feminine andneuter. The nounhomo/ (‘man’) is mascu-
line,/luna/ (‘moon’) is feminine, andmare/ (‘sea’) is neuter. The adjectives have
different forms in each case (notice that the adjective likesltow the noun, but
it does not have to in Latin):

(211) homo ruber (red man)
(212)  luna rubra (red moon)
(213) mare rubrum (red sea)

Nouns have many fferent declension classes (morphology deals with them, syn-
tax does not), and there are rules of thumb as to what deolenkiss nouns have
which gender, but they can fail. Nouns endinganare generally feminine, but
there are exceptiongn@uta/ ‘the seafarer’/agricola/ ‘the farmer’ are mascu-
line). Similarly, adjectives have many declension paradigso the forms can
vary. But for each adjective there are forms to go with a miaseunoun, forms

to go with a feminine noun, and forms to go with a neuter noua.thérefore say
that the adjectivagreesin gender with the noun. It is implemented by installing a
new attributesenper, whose values are ‘m(asculine)’, ‘f(eminine)’ and ‘n(ajite
Latin nouns also have fierentcases There are five cases in Latin: nominative
(for subjects), accusative (for direct objects), dativenigve and ablative. Just
as verbs select PPs with a particular preposition in Enghisly can also select
a DP with a particular case. If it is accusative the verb iaditave; but it can
be dative (placere/+DP[dat] ‘to please someone’), ablativEfui/+DP[abl]

‘to enjoy something’), and genitivgnleminisse/+DP[gen] ‘to remember some-
ongsomething’). There exist verbs that take several DPs witloua cases. For
example/inferre/ ‘to inflict’ (with perfect /intuli/) wants both a direct object
and a dative DP.

(214) Caesar Gallis bellum intulit.
Caesar Gauls-dat war-acc inflict.upon-perf
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Caeser inflicted war on the Gauls.
This is just like Englishiinflict/, that wants a direct object and a BH].

For us, agrammatical feature is anything that defines a syntactic category.
You may think of it as the syntactic analogue of a phonemitufea However,
beware that elsewhere the usage is a littledent. Grammatical category and
projection level are typically discarded, so that gramoadtieature refers more
to the kinds of things we have introduced in this section abawmber, gender,
definiteness, and case. A fifth onepisrson (This list is not exhaustive.)

The position of subject can be filled with DPs likéhe mouse/, /a car/, but
also by so-callegronouns. Pronouns are distinct from nouns in that they express
little more than that they stand in for a DP. However, theyehmany diferent
forms, depending on the grammatical feature. In additiey ghow a distinction
in person Across languages, there is a pretty universal system eétpersons:
1st, 2nd, and 3rd. First person means: includes speakean8&gerson means:
includes hearer, and third person means: includes neipeaksr nor hearer. So,
/1/ is first person (it includes me and no one else); it is alsowsargbecause
it refers to just one thing. The pluralke/ is used when one refers to several
people, including speaker. By contragtou/ is used for individuals or groups
including the hearer (there is no distinction between diaagand plural). The third
person pronouns distinguish also gender in the sing(tay, (she/, /it/), but not
in the plural (they/). Moreover, as we explained above, pronouns distinguish
nominative from accusative. Thus, there are more morphedbdistinctions in
the pronominal system in English than there is in the orgiid?s.

More on Case

Cases have many fierent functions. One function is to indicate the nature of
the argument. A verb has a subject, and the case of the subjeferred to as
nominative. The direct object has a case that is referred tacsisative Some
people believe that English has cases (because pronolimefict a distinction
between subject and objeg¢khe/ : /her/, /he/ : /him/, and so on). On the other
hand, this is confined to the pronouns, and nouns show naclistn in case
whatsoever. This is why we say that English Imascase Strictly speaking, it
means only that there is no distinction in case. (One might theere is one case
and only one. This is useful. For example, there is a famausipie of syntactic
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theory which states that nouns need case. If there is no ttas@rinciple fails.)
Chinese is another example of a language that has no casese Tdnguages
make no distinction between subject and object in form; rieeéess, one can tell
the diference: the subject precedes the verb, and the object ®itoflsoth in
English and in Chinese).

Verbs can have more than two arguments, and many more asljunztdis-
tinguish between them some kind of marking is needed. IniEmghis is done
by means of prepositions. For example, there often is amaggutowards which
the action is directed or for which it is performed (the ‘gpaind it is given by
a PP opened bjto/ (= PPfto], for example/talk to someone/). The goal is
also calledndirect object. Latin has a case for this, tliative. There is from a
global viewpoint not much of a ffierence whether the goal is encoded by a case
or by a PP. Languages can choose which way to go.

Another important case is thgenitive. It marks possession. English has
basically two ways to mark possession (apart from obvioussdike /which
belongs to/). One is the so-callednglo-Saxon genitive formed by adding
an/’s/ (/my neighbour’s car/). The other is a PP opened jayf/ (/the car
of my neighbour/). The genitive is used a lot in English. Nouns that have ar-
guments that are not PPs put them in the genitive:

(215) the election of the chancellor
(216) the peak of the mountain
(217) Napoleon’s destruction of the city

Notice that two of these nouns have been obtained from tremserbs. The rule
in English is that the noun can take any of the argumentstieatdrb used to take
(though they are now optional). However, the subject andothfject must now
appear in the genitive. The PPs on the other hand are takea®ige For example,
/destroy/ is transitive, so the nouflestruction/ can take two genitives, one
for the subject and one for the object. The varhlk/ takes a subject, an indirect
object and subject matter, expressed by a PP headgbbyt/. The latter two
are inherited as is by the noynalk/, while the subject is put in the genitive.
Alternatively, it can be expressed by a B

(218) John talked to his boss about the recent layoffs.
(219) John’s talk to his boss about the recent layoffs
(220)  talk by John to his boss about the recent layoffs
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Subject-Verb Agreement

English displays a phenomenon calkject-verb agreement This means that
the form of the verb depends on the grammatical featureseoktiject. The
agreement system is very rudimentary; the only contrasethsts is that between
singular 3rd and the rest:

(221)  She runs.
(222) They run.
Notice that since the verb does agree in person with the subjeas to make a

choice for DPs that are not pronominal. It turns out that th@ae it makes is that
ordinary DPs trigger 3rd agreement:

(223)  The sailor runs.

This applies even when the DP actually refers to the spedkerlagreement in
person is (at least in English) not only a matter of what isialty talked about,
but it is also a syntactic phenomenon. There are rules whaghk to be learned.

Other languages have more elaborate agreement systems loek at Hun-
garian. The verbal root jdat/ ‘to see’.

(224)  En latok. Mi latunk.
| see We see
Te latsz. Ti latatok.
You(sg) see You(pl) see
0 lat. Ok latuk.
He/sheit sees They see

Hungarian has no distinction whatsoever in gender (not @vene pronominal
systemys/ must be rendered by ‘he’, or ‘she’, or ‘it’, depending on wisailked
about). However, it does distinguish whether the direceotbis definite or not.
Look at this (translation is actually word by word):

(225) En latok egy madarat.
| see a bird

(226) En latom a madarat.
| see the bird
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The subject is the same in both sentences, but the objecea$inite in the first (a
bird) and definite in the second (the bird). When the objertdgfinite, the form
/latok/ is used, to be glossed roughly as ‘I see’, while if the objealefinite,
then the fornylatony is used, to be glossed ‘I see it'. Hungarian additionally has
a form to be used when subject is first person singular anditeet@bject is 2nd
person:

(227) En latlak.
| see-sub:1sg.ob:2sg

(The dot is used to say that the foritek/ is a single morpheme expressing to
syntactic agreement facts.)

Who Agrees with Whom in What?

Agreement is pervasive in some languages, and absent irsotBkinese has no
agreement whatsoever, English has next to none. The mostoortype of agree-
ment is that of verbs with their subjects. Some languages leaee the verb agree
with the direct object (Hungarian, Mordvin (a language sgok Russia, related
to Hungarian), Potawatomi (an American Indian languag€)}her languages
have the verb agree in addition with the indirect object (Gem). Agreement is
typically in person and number, but often also in gender.\&hee have seen that
definiteness can also come into the picture. Adjectives some agree with the
nouns they modify (Latin, German, Finnish), sometimes klngarian). There
is no general pattern here. This is one of the things that ase¢daccept as it is.



Syntax IV. Movement and Non-Local Dependencies

Even though there is a way to account for the syntax of quesiio
terms context free rules, by far the mofli@ent analysis is in terms
of transformations Typically, a transformation is the movement of a
constituent to some other place in the tree. This lecturéoesp how
this works and some of the conditions under which this happen

Movement

We have learned that in English the transitive verb requtsedirect object im-

mediately to its right. This rule has a number of exceptiofise first sentence
below, [228), displays a phenomenon knowniggscalisation, the second[{229),
is a simple question using a question word.

(228) Air pilots Harry admires.
(229) Which country have you visited?

We could of course give up the idea that the direct objectikeaight of the verb,
but the facts are quite complex. For example, no matter winat &f constituent
the question word replaces (subject, object, indirectalgad so on), it is at the
first place even if it is not the subject.

(230) Alice has visited Madrid in spring to learn Spanish.
(231) What has Alice visited in spring to learn Spanish?
(232) Who has visited Madrid in spring to learn Spanish?
(233) When has Alice visited Madrid to learn Spanish?
(234) Why has Alice visited Madrid in spring?

We see that the sentences involving question worffsrdirom [Z3D) in that the
question word is in first place and the verb in second placeerd’is a way to
arrive at a question in the following way. First, insert theegtion word where it
ought to belong according to our previous rules. Next, thket and put it in first
position. Now move the auxiliary{as/) into second place. We can represent this
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as follows, marking removed elements in red, and newly adriones in blue:

(235) Alice has visited what in spring to learn Spanish?
(236) What Alice has visited what in spring to learn Spanish?
(237) What has Alice has visited what to learn Spanish?

A more standard notation is this:

(238) Alice has visited what in spring to learn Spanish?
(239) What Alice has visited in spring to learn Spanish?
(240) What has Alice visited to learn Spanish?

(The underscore just helps you to see where the word came fitdmtypically
neither visible nor audible.) The first notation is more &ipin showing you
which element came from where (assuming they are fiktiint). However, nei-
ther notation reveals the order in which the movements hppkeal. It turns out,
though, that this is irrelevant anyhow. (The tree structude not reveal much
about the derivation of a sentence either, and that is mostigidered irrelevant
detail anyway.)

The good side about this proposal is that it is actually sanyery little needs
to be done to save the original approach. However, now we haveo-stage
approach to syntactic structure: first we generate reptasens with a context
free grammar and then we mix them up using certain rules tbaeroonstituents.
But in principle this is what we have done with phonologiegnesentations, too.
First we have generated deep representations and then wechanged them
according to certain rules. Thus, we say that the contegtdrammar generates
deep syntactic representationsbut that the rules just considered operate on them
to give a final output, theurface syntactic representation The rules are also
referred to asqyntactic) transformations.

Wh-Movement

Let us investigate the properties of the so-calldis-Movement. This is the trans-
formation which is responsible to put the question word anfrof the sentence.
Question words are also referred tovals-words, since they all start withiwh/
(/who/, /what/, /where/, /why/, etc.). At first blush one would think that syntac-
tic transformations operate on strings; but this is not sappg®se the original
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sentence was ndi{Z30) but

(241) Alice has visited which famous city in Mexico to wait
for her visa?

Then the output we expect on this account[is1242). But it igrammatical.
Instead, only[(243) is grammatical.

(242) "Which has Alice visited famous city in Mexico to wait
for her visa?

(243) Which famous city in Mexico has Alice visited to wait
for her visa?

It is the entire DP that contains the question word that gtmeggawith it. There is
no way to define that on the basis of the string, instead itfisee on the basis of
the tree. To see how, let us note that the senténcé (230)éé&dltwing structure.
(Some brackets have been omitted to enhance legibility.)

(244) Alice [has [[visited [which famous city in Mexico][to
wait for her visa]]]] ?

Now, /which famous city in Mexico/ is a constituent (it passes for example
the testsl] — (). Moreover, it is the object of the verlyisited/. The word
/which/is a determiner, and the smallest phrase that containdwisre that has
to move.

Wh-Movement I.

Only phrasescan be moved by Wh-Movement. What moves is the
least phrase containing a given wh-word. It moves to thertregg

of a clause£ CP).

This specification is imprecise at various points. Firstatmappens if there are
several wh-words? In English only one of them moves and thersistay in place;
the choice of the one to move is a bit delicate, so we shall eakith that ques-
tion here. In other languages (Rumanian, Bulgarian, Huagare examplesl|
of them moveSecond, what happens if the wh-word finds itself inside sesee
that is inside another sentence? Let us take a look.

(245) Mary thinks you ought to see what city? (deep structure)
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Here the wh-phrase moves to end of the higher sentence (dioe tloat some-
thing strange happens to the verb too):

(246) What city does Mary think you ought to see?

However, some verbs dislike being passed over. In that teseh-phrase ducks
under; it goes to the left end of the lower sentence.

(247) *What city does Mary wonder you have seen?
(248) Mary wonders what city you have seen.

So, let us add another qualification.

Wh-Movement Il
The wh-phrase moves to the beginning of the leftmost phrassip
ble.

We shall see further below that this is not a good way of pgttinngs, since it
refers to linear order and not to hierarchical structure.

Verb Second

Many languages display a phenomenon calledo Secondor V2. German is
among them. Unlike English, the verb is not always in secdadep Here is a
pair of sentences with word-to-word translation.

(249) Hans geht in die Oper.
Hans goes into the opera

(250) Der Lehrer ist erfreut, weil Hans in die Oper geht.
the teacher is pleased, because Hans into the opera goes

The main verb iggeht/ (‘goes’). In the first example it is in second place, in the
second example it is at the end of the sentence. Notice tlia¢isecond example
there is a CP which is opened Iyeil/ (‘because’). It is callecdubordinate,
because it does not display the same kind of order as a tygaate. Now one
may suspect that the verb simply occupiesfiedent place in subordinate clauses.
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However, if we look at an auxiliary plus a main verb, mattéastdo become more
complex.

(251) Hans will in die Oper gehen.
Hans wants into the opera go
(252) Der Lehrer ist erfreut, weil Hans in die Oper gehen
will.
the teacher is pleased, because Hans into the opera go wants

Only the auxiliary (will/) is found in the second place in the main clause. More
facts can be adduced to show the following. The verb is at ideod the clause

in deep structure. In a subordinate clause it stays therber@ise it moves to
second position.

Now, what exactly is ‘second position’? It cannot be the selcaord in the
sentence. Inthe next example it is the fifth word (the dot@tthnscription shows
that/iny/ is translated by two words: ‘in’ and ‘the’).

(253) Der Frosch im Teich ist kein Prinz.
the frog in.the pond is no prince

Obviously, it is not the second word, it is the secawhstituenof the sentence.
Once again we find that the operation of movement is not desgin terms of
strings but in terms of the structure.

How Movement Works

We have to begin with an important definition. Recall thateg tis a paikT, <),
whereT is a set, the set afiodesand < the relation ‘is (properly) dominated
by’. (I use ‘is dominated by’ synonymously with ‘is properjominated by’.
This relation is never reflexive: no node dominates itselfgndy are said to be
comparableif x = yor x < yor x > y. (Thus,x can be found frony by either
following the lines upwards or following them downwards.)

Definition 11 Let(T, <) be atree and %/ € T be nodes. x-commandsy if and
only if x and y are not comparable and the mother of x dominates
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this villa costs 8

a fortune

Figure 5: A Syntactic Tree

This can be phrasedftiérently as followsx c-commandy if x is sister toz and
y is belowz (or identical to it). Thus, c-command is with any sister atschieirs.
Recall the tree from Lecture 8, repeated here as Figure % ider complete list
of which nodes c-command which other nodes:

c-commands

3,6,7,8,9
2,4,5

(254)

O©CooO~NOUILDS WNPF
SN

The relation of c-command is inherited by the strings thatespond to the nodes.
For example/this villa/ c-commandgcosts a fortune/ and its subcon-
stituents.

Now, movement is such that the constituent that is being ohavenoved to
a place that (i) is empty, and (ii) c-commands its originagal. To make this
proposal work we assume that instead of lexical items we Isarfiad @ below a
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CP

Simon V

likes D NP

which cat

Figure 6: Before Movement

terminal node. Tredd 6 af#l 7 describe a single movementfstahe movement
that is otherwise denoted using strings by

(255) Simon likes which cat?
(256) Which cat Simon likes ?

We have also added the labellings. Note that they do not lgxamtform to our
previously defined X-bar grammar. We have simplified the tesd a little bit,
omitting some nodes. What is important here is only the mackaf movement.
The constituent consisting gdhich cat/ (which contains the node dominating
these words plus everything below it) is moved into a c-comaiiteg position. It
can go there only if the node dominates In place of the earlier constituent a
node dominatingy is put instead. (You may also think of the two constituents
changing place: one which just dominaighe other dominatingwhich cat/.)

For the whole story to go through it is assumed that the X-lbamgnar pro-
duces a number of empty nodes that can be used for elements/®into. (You
do not move into nodes that are already occupied.) One suwdhisadypically the
specifier of CP. The positions that an element moves into alsstmatch in label
(category). For example, théQosition (which we have not shown above) is also
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CP

which cat Simon V DP

likes %]

Figure 7: After Movement

often empty, but a phrase cannot go there, otherwise thésldbenot match. It
is believed that the verb moves there in the relevant exasrfpben (Z30). You
can check that X-bar syntax places no restriction on thegoayeof the specified
except that it must be a phrase. Thus, wh-phrases can go ffeeesolution has
an advantage worth mentioning. CP has only one specifiethenefore only one
of the wh-phrases can go there. The others have to stay ia.plac

Now, why do we also need the condition of c-command? Wel§ @dnceiv-
able so far that the constituent that moves puts itself inygasition that is freely
available. For example, take this deep structure

(257) which salesperson wonders he should promote which
product

The surface structure is

(258) Which salesperson wonders which product he should
promote?

This shows first of all that the position right in front pfonders/ has an empty
slotin it (we know it already: specifier of CP). Butwhy doésich salesperson
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not move there? That would give

(259) “Wonders which salesperson he should promote
which product?

As we have said, if the CP is filled by one wh-phrase, the ottagtssan place, so
this should be grammatical. But it is not. And the reasonHat ts that movement
has to be upwards, and into c-commanding position.

Notes on this sectiont should be clear that a proper formulation of such an
initially simple idea as moving a wh-phrase to the front okatence needs a lot
of attention to detail. And this is not only because the facésunpredictable. Itis
also because what looks like a simple proposal can becorteeapumplex once we
start looking harder. This applies for example to prograngnivhere we starts
out as a simple program can become quite long because wemeasake sure it
works properly in all cases.



Syntax V: Binding

Pronouns do not only refer to a particular person or thingy thften
refer to some constituent. This provides coherence to aBeding

theory is about the interpretation of pronouns as well asathg in

which they can be linked to other parths of the sentence. Kegapts
arePrinciples A B andC in addition toc-commandandbinding

Pronouns

In this chapter we shall look at a phenomenon that is moshately connected
with c-command, namelpinding. Binding is, as we shall see, as much of a
semantic phenomenon as a syntactic one, but we shall igisagernantic aspects
as much as we can. What is at issue is that there are sevfeakdt kinds of
DPs: ordinary DPspamesandpronouns. Pronouns can be eithaexflexive (like
/myself/, /yourself/ etc.) or not (he/, /she/, etc.). In English, the reflexive
pronouns exist only in the accusative. There iS/hdsself/, for example. (The
pronoun/her/ can both be genitive and accusative,/serself/ is not a good
text case. On the other hand, it/murselves/ and not*/usselves/. English
does not do us the favour of being complelety consistenter& additionally are
demonstratives (/this/, /that/), relative pronouns (/who/, /what/, /which/),
which are used to open a relative clause.

(260) I could not find the CD [which you told me about].
(261) There is a new film [in which no one ever talks].

The enclosed constituents are callethtive clauses They are used to modify
nouns, for example. In that they are like adjectives, buy fodow the noun in
English rather than preceding it.

(262) “I could not find the which you told me about CDs.
(263) *There is a new in which no one ever talks film.

The relative clause is opened by a relative pronguhjch/, together with the
preposition that takes the pronoun as its complement. As guiestions we like
to think of the relative clauses as being derived from a stinecin which the
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relative pronoun is in the place where the verb expects it.

(264) the CD [@ you told me about which]
(265) a new film [@ no one ever talks in which]

The position of specifier of CP is vacant, and the relativenpum wants to move
there. (The position of C is also empty, but we like to thinattthere is a silent
C that sits there. Anyway, phrases can never go there.) Soewthe relative
pronoun goes alone (being a DP, hence a phrase, it can do sbatgtimes it
drags the P along. The latter is knownRigd-Piping, from the fairy tale of the
piper who promised the city to get rid of the rats...

Different languages havefldirent systems. Latin does not distinguish reflex-
ive and irreflexive pronouns in the 1st and 2nd person. It loagelier two 3rd
pronouns/is/ (‘he’), and/se/ (‘himself’). The reflexive exists in all cases but the
nominative. It is the same both in the singular and the plural

nom| —
gen | sui
(266) dat | sibi
acc | se
abl | se

There is another set of pronouns calfgassessiveThey are used to denote pos-
session. They are just like adjectives. For example,
(267) equus suus
horse-nom his-nom
(268) equum suum
horse-acc his-acc

Binding

These diferent kinds of expressions each have their distinct behavicook at
the following three sentences.

(269) John votes for John in the election.

(270)  John votes for himself in the election.

(271) John votes for him in the election.
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There is an understanding that the two occurrences of thd j#ohn/ in (Z69)
point to two diferent people. If they do not, we have to Use{270) insteadeMor
over, if we usel(Z70) there is no hesitation as to the factttteat is an individual
named/John/ which casts a vote for the same individual (also nafletin/). If
we use [[Z711), finally, we simply cannot mean the same perdohn/, by the
word/him/. John cannot be self-voting i {A71), he votes for somese el

There are several ways one may try to understand the distnibof full DPs,
pronouns and reflexives. First of all, however, let us ndtieg a reflexive pronoun
expects the thing it refers to to be the same as somethingndise sentence. The
expression that denotes this is called éimecedentof the pronoun. In[(Z40), for
example, the antecedent/afimself/ is/John/. To express that some constituent
refers to the same object we give them little numbers, catiddes like this.

(272)  *John; votes for John; in the election.
(273)  John; votes for himself; in the election.
(274)  *John; votes for him; in the election.

We have already assigned grammaticality judgments. Negdbesay, any other
number (112, 7, 56 or 34) would have done equally well, sodkdar as syntax
is concerned{Z212) is the same as

(275)  Johng, votes for Johng, in the election.

(In the books you often find letters j andk in place of concrete numbers, but
this not a good idea since it suggests that plain numbersarabstract enough.
But they in fact are.) IN{269) the two occurrenceglathn/ are supposed to point
to the same individual. If they are supposed to point féedent individuals, we
write different numbers:

(276)  John,; votes for John, in the election.

The numbers are devices to tell us whether some constitaemés the same in-
dividual as some other constituent, or whether it namefardnt one.

Pronouns seem to encourage fiatence between subject and objectin{270),
and similarly with name${2¥1). However, things are tridky(Z71) the pronoun
/his/ can be taken to refer not only to someonf&eatent from John, but also to
John himself. And similarly in(Z78). (Just an aside: theesgfles cannot be used
in genitive, they only have accusative forms. This may ber¢éason why we do
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not find them here, but the theory we are going to outline hexs & diferent line
of argumentation.)

(277) His lack of knowledge worried John.
(278) He looks at himself in the mirror.

So, it is not really the case that when we have a pronoun tmatst be used to
talk about a diterent person than the others in the senterdht it must have a
different index).

The conditions that regulate the distribution of these eggions are at fol-
lows. First, we define the notion of binding.

Definition 12 A constituent Xbinds another constituent Y if X c-commands Y
and X and Y have the same index.

Binding is an interesting mixture between semantical coors (carrying the
same index, hence talking about the same individual) andlystructural ones
(c-command). A note of warning is in order. Constituentsstriegs, but we talk
here as if they are nodes in a tree. This confusion is harmi&bsit we mean to
say Is this: suppose thatandy are nodes and the corresponding constituents are
X andY. Then if x cccommandy and has the same index, theiindsy, and

X bindsY. So, X bindsY if there are nodeg andy such thatx bindsy and X is

the constituent ok andY the constituent o§. Now we are ready to say what the
conditions on indexing are.

Principle A.

A reflexive pronoun must be bound by a constituent of the safme C
(or DP).

Principle B.

A pronoun must not be bound by a constituent inside the same CP
Principle C.

A name must not be bound.

For example,[(Z89) can be used successfully to talk abouirtdividuals named
John. So, the expression alone is ndfisient to rule out a sentence. But the rules
do tell us sometimes what the possible meanings are.
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To understand the role of c-command, we need to look at thetste of
some sentences. The subject c-commands the object of treevaaln since the
subject precedes the Mvhich contains the object. However, the object does not
c-command the subject. So the following is illegitimate nattar what indices
we assign:

(279) "Himself voted for John.

The subject also c-commands all other arguments. This atedar the correct-
ness of the following.

(280) The queen was never quite sure about herself.
(281) The students were all talking to themselves.

Notice that the principles not only say that these senteazfine, they also tell
us about the assignment of indices. It claims thafl(282) eslfint [Z8B) is not.

(282) The queen; was never quite sure about herself;.
(283) “The queen; was never quite sure about herself,.

This is because the reflexivéhérsel £/) must be bound inside the sentence; this
means there must be some antecedent c-commandsii_In {28&)he queen/,
butin (Z83) there is no such constituent. Thus, the oveeslbgalization seems to
be good.

Now we look at pronouns. The situation where a pronoun shootde used
in the same sentence is when actually a reflexive would beopppte according
to Principle A. For example, the following sentences areduwdut if meant to be
talking about the same individual(s) in the same senteme i§, if /her/ refers
to/the queen/ and/them/ refers to/the students)).

(284) *The queen; was never quite sure about her;.
(285) *The students; were all talking to them,.

By the same token, if we use numbers we can also write:

(286) “The queen; was never quite sure about herself,.
(287) *The students; were all talking to themselves,.

Here, diferent numbers mean that the expressions are meant to refgfai@nt
individuals or groups.
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Notice that the contrast between a reflexive and a nonrefigignoun only
matters when the antecedent is c-commanding the pronoumep¥at(277) be-
low:

(288)  His;;; lack of knowledge worried John,.

Here,/John/ is the antecedent. We can take the sentence to mean thasJebn i
ried about his own lack of knowledge, or that he is worriedudlsmmeone else’s
lack of knowledge. In none of the cases would a reflexive puorie appropriate.

Let us now change the position of the two:
(289) “John’s; lack of knowledge worried himself;.

Here,/John/ is not c-commanding the pronoun. But the reflexive must benbou
by something that c-commands it inside the clause. This cénlwe /John’s
lack of knowledge/. But if we think that, we would have to saytself/
rather thanhimself/. Next, why is [29D) fine?

(290) John’s; lack of knowledge worried him,.

Even though it has the same index/ashn/, it is not c-commanded, hence not
bound by it. Having the same index nevertheless means thgtrdfer to the
same thing (John), but for syntax binding takes place ontyagbmmand holds in
addition. Hence, the next sentence is also fine for syntax:

(291) John’s; lack of knowledge worried John;.

Admittedly, we would prefer{292) ovel (ZB1), but it is agiedat this is not a
syntactic issue.

(292) His; lack of knowledge worried John;.

Movement Again

We have argued earlier that an element can move only into éigoshat c-
commands the earlier position. Now that we have bindingriheee can do the
following. We declare that every time a constituent movésates behind a silent
element (calledrace). The constituent in the new position and the trace will be
coindexed. Now we add the following.
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Condition on Traces.
All traces must be bound.

If we assume this much it follows that movement must ineWtake into a position
that c-commands the original position. It does somethiag,&bo. It ensures that
whatever thing we choose to interpret the moved elementt lwillibe used to
interpret the trace.

(293) Air pilots; Harry admirest;.

One may wonder why this is a good theory. It postulates enlptpents (traces),
so how can we be sure that they exist? We do not see them, we dearathem,

so we might as well assume that they do not exist. Furthern@E) is not

the sentence we shall see in print or hear, so this actuatlg atfucture that is
seemingly superfluous.

Opinions on this diverge. What is however agreed is that gmlegiments are
very useful. We have used them occasionally to save our n¥¢ken nouns
get transformed into verbs, no change is involved. Otheguages are not so
liberal, so it is not the nature of nouns and verbs that allibwes It is, we assume,
an empty element which English has (and other languages tlovhach can be
attached to nouns to give a verb. At another occasion we maugged in empty
complementizers. You will no doubt find more occasions orcihwe have made
use of empty elements.

Binding And Agreement

Pronouns distinguish not only case and number but also gemd@glish. Cru-
cially, when a pronoun becomes bound it must agree in numizegander with
its binder (not in case though).

(294) John voted for himself.

(295) “John voted for herself.

(296) “John voted for themselves.

(297) The committee members voted for themselves.
(298) Mary voted for herself.
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The fact that agreement holds between binder and pronounarbat certain
indexations are not licit. Here is an example.

(299) “Her; lack of knowledge worried John,.
(300) *Their disinterest in syntax; bothered John;.

Also, we have said that a pronoun cannot be bound inside the €&. But it can
be bound outside of it:

(301) John; told his boss; that he;;; looked good.

In the previous example, both indices are licit, since bgdby /John/ or by
/boss/ is compatible with agreement. However, in the followingtsexe one of
the options is gone.

(302)  John; told Mary, that she.;;; looked good.

For if the pronoun is bound bjdohn/, it must agree with it in gender, which it
does not. So it can only be bound pary/.



Morphology II: Similarities and Dissimilarities to Syn-
tax. Representational Issues

We return to morphology. We shall investigate a little bi hos-
sible shapes of morphs and then turn to the question in whg$ wa
morphology is diferent from syntax.

Kinds of Morphological Processes

In syntax words follow each other like pegs on a line. In matpgy this is
not always so. We shall review a few ways in which two morpheman be
composed. The general term for grammatical morphemeffils Generally,
an dfix is a string that puts itself somewhere in the string. Gilventerminology
below, itis either a prefix, a $lix or an infix. Some writers use itin a more general
sense, but we shall not do that. A morpheme is not alwaysfian aowever.

A morpheme need not be a piece $tring) that we add somewhere; it may be
several pieces (transfix, circumfix), or simply a certaindkof change fected
on the string in question. The general term for all of thesensrphological
change We shall give a few examples of what kinds of morphologidanges
there are in the languages of the world.

Suffixes and Prefixes

A suffix is a string that is added at the endprefix is a string that is added at
the beginning. English has mostlyfBxes (derivational ones likation/, /ize/,
/ee/; inflectional ones likg¢s/ and/d/). But it also has prefixegde/, /re/, /un/ are
prefixes. It is generally agreed that—if we use an analogly syntax here—the
affix is the head, and that it either expects the string on itg (jgefix) or on its
left (Suffix).

If there were only sfiixes and prefixes, morphology would look like syntax.
Unfortunately, this is not the case.
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Circumfixes

A circumfix consists of a part that is being added before the word andhanot
that is added thereafter. It is thus a combination of preftk suffix. The German
perfect is a circumfix. It consists in the prefige/ and a sfix which changes
from stem to stem (usually it j@n/ or /t/). The infinitive is a stfix /en/ as can be
seen from the table below.

Infinitive Root Perfect
sehen seh gesehen
(303) back back gebacken
filmen film gefilmt
hausen haus gehaust

The two parts (the prefix and thefBin) are historically of diferent origin (the
prefix /ge/ did not exist originally, and in English you do not have it) pftesent
day German, however, there is no sense in taking the two atepar

The superlative in Hungarian also is a circumfix.

(304) nagy ‘great’” legnagyobb ‘greatest’
fehér ‘white’ legfeherebb ‘whitest’

Here as in the German perfect, the circumfix has two idenlkdiparts. The sfiix
is found also in the comparative:

nagy ‘great’” nagyobb ‘greater’

(305) fehér ‘white’ feherebb ‘whiter’

The same situation is found in Rumanian. We hafrumos/ (‘beautiful’) in
the positive/mai frumos/ (‘more beautiful’) in the comparative, aridel mai
frumos/ (‘most beautiful’). However, whether or not the superlatéan be seen
as being formed from the comparative by adding a prefix dependhe possi-
bility to decompose the meaning of the superlative in suclayatat it is derived
from the meaning of the comparative. To my knowledge thisr@seen pro-
posed.
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Infixes

Infixes insert themselves inside the string. Look at theofeilhg data from Chrau
(a Vietnamese language).

(306) voh ‘know’ vandh ‘wise’
(307) céh ‘remember’ candh ‘left over’

The string/an/ is inserted after the first consonant! The string is cut im0 t
pieces and the nominaliser inserts itself right there.

(308) voh — v+ 6h — v + an + 6h — vandh

Transfixes

A transfix is an even more complex entity. We give an example from Egwpti
Arabic. Roots have three consonants, for exarfipte/ ‘to write’ and /drs/ ‘to
study’. Words are formed by adding some material in fronefjgation), some
material after (sfiixation) and some material in between (infixation). Morepver
all these typically happeat the same timeLet’s look at the following list.

[katab] ‘he wrote’ [daras] ‘he studied’
[?amal] ‘he did’ [naal] ‘he copied’
[baktib] ‘I write’  [badris] ‘| study’

[ba?mil] ‘I do’ [ban ‘il] ‘I copy’
[iktib] ‘write!’ [idris] ‘study?’
(309)  ismil  ‘dor intl]  ‘copy’
[kaatib] ‘writer’ [daaris] ‘studier’
[?aamil]  ‘doer’ [naail] ‘copier’
[maktuub] ‘written” [madruus] ‘studied’
[ma?muu] ‘done’ [maruul] ‘copied’

It requires some patience to find out how thé&etient words have been formed.
There are variations in the patterns (just like in any othegliage). One thing
however is already apparent: the vowels get changed fronfasneto the other.
This explains why the vowel is not thought of as being partefroot.
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Other Kinds of Changes

Reduplication is the phenomenon where a string is copiecadddd. For exam-
ple, if /abc/ is a string, then its (re)duplication fabcabc/. Austronesian lan-
guages like to use reduplication or sometimes even triphing/abcabcabc/) for
various purposes (to form the plural, to intensify a verbdéoive nouns and so
on). The following is from Indonesian.

orang ‘man’ orang-orang ‘child’
(310) anak ‘man’ anak-anak ‘children’
mata ‘eye’ mata-mata ‘spy’

Reduplication need not copy the full word. For example, ihr.aome verbs form
the perfect in the following way. The first consonant togethi¢h the next vowel
is duplicated and inserted:

pendit ‘he hangs’ pependit ‘he has hung’
tendit ‘he stretches’ tetendit ‘he has stretched’
currit ‘heruns’ cucurrit ‘he hasrun’
spondet ‘he promises’ spopondit ‘he has promised’

(311)

The last example shows that th is exempt from reduplication.

The Difference Between Morphology and Syntax

There is no way to predict whether some piece of meaning isesspd by a
morpheme or by a separate lexeme or both. There exist hiigeetices across
languages. Some languages pack all kinds of meanings iateetio (Inuit, Mo-
hawk), some keep everything separate (Chinese). Most éaygguare somewhere
in between. Morphology is more or less important. Howewsnewithin one lan-
guage itself the means to express something change. Agjecti English have
three forms:positive (normal form),comparative (form of simple comparison)
and superlative (form of absolute comparison). Now look at the way they get
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formed.
positive| comparative | superlative
high higher highest
(312) fast faster fastest
common | more common | most common
good better best
bad worse worst

The first set of adjectives takeféines (zero for the positiveer/ for the compar-
ative and/est/ for the superlative). The second set of adjectives take aratp
word, which is added in fronfifore/ and/most/). The third set is irregular. The
adjective/lgood/ changes the root in the comparative and superlative beflolieg

the sufix (/bett/ in the comparative antb/ in the superlative), whilghad/ does

not allow an analysis into root andffi in the comparative and superlative. (We
may define a dftix, but it will be a one-time-only 4iix, since there is no other
adjective like/bad,. It therefore makes not much sense to define a separate com-
parative stfix for /worse/. However/worst/ is a debatable case.)

It is not far fetched to subsume thefdrence between PPs and case marked
DPs under this heading. Finnish has a case to express movarwea location,
and a case for movement to a location:

(313)  Jussi menee taloon.

Jussi goes house-intoJussi goes into the house.
(314)  Jussi menee talolle.

Jussi goes house-toJussi goes to the house.

When it comes to other concepts—Ilike ‘under’ and ‘over'—#sgh runs out of
cases and starts to use adpositions:

(315)  Jussi menee talon alle.

Jussi goes house-gen undedussi goes under the house.’
(316) Jussi menee talon yli.

Jussi goes house-gen ovelJussi goes over the house.’

Hungarian has a case for being on top of, but the situationiie @nalogous to
Finnish.
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Thus, the cutfi point between morphology and syntax is arbitrary. However,
the two may show to behaveftirently in a given language so that the choice
between morphological and syntactical means of expressagnfurther conse-
guences. We have seen, for example, that the comparativeheroe/er/ is a
sufix—so it is added after the word. However, the comparativers/more/
wants the adjective to its right. The latter is attributabléhe general structure of
English phrases. The complement is always to the right. kemges are exempt
from this rule. They can be on the other side, and generalyistwhat happens.
For example, verbnoun compounds in English are formed by placing the verb af-
ter the nounjgoalkeeper/, /eggwarmer/, /1ifesaver/ and so on. If these were
two words, we should havéeeper goal/, /warmer egg/, and/saver 1life/.
The reason why we do not get that is interesting in itself.lEhgised to be a lan-
guage where the verb follows the object (as is the case in @®xnit then changed
into a language where the verb is to the left of the object.s Thiange fiected
only the syntax, not the morphology. French forms compouhdsother way
around [casse-noix/ lit. cracker-nut= ‘nutcracker’,/garde-voie/ lit. guard-
way = ‘gatekeeper’). This is because when French started to fammpounds,
verbs already preceded their objects.

The Latin Perfect—A Cabinet of Horrors

This section shall illustrate that the same meaning cargmakad by very dferent
means; sometimes these are added independently. Tolstaetjg a large group of
verbs that form the perfect stem by addjmg (3rd person does not signal gender;
we use ‘he’ instead of the longer ‘lsh¢it’. The ending of the 3rd singular perfect
is/it/. The ending in the present/ist/, /et/ or /it/, depending on the verb.)

amat ‘heloves’ amavit ‘he has loved’
(317) delet ‘he destroys’ delevit ‘he has destroyed’
audit ‘he hears’ audivit ‘he has heard’

We also find a group of verbs that form the perfect by addiig

vetit ‘he forbids’ vetuit ‘he has forbidden’

(318) habet ‘he has’ habuit ‘he has had’

The diference is due to modern spelling. The letteysand/v/ were originally
not distinct and denoted the same sound, namely [u], whiclarbe a bilabial
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approximant in between vowels. Thefdrence is thus accounted for by phonemic
rules. (You are however warned that we do not really knowirett is nowadays
written/u/ is the same sound as what is now writtef) this is an inference, partly
based on the fact that the Roman did use the same letter. Bygivanunciation
was diferent; however, the fference was for all we know not phonemic.)

Other verbs add afs/. The combinatiorigs/ is written/x/.

regit ‘hereigns’ rexit ‘he has reigned’
(319) augit ‘he fosters’ auxit ‘he has fostered’
carpit ‘he plucks’ carpsit ‘he has plucked’

There are verbs where the last consonant is lost before Heffix.

There are verbs where the perfect is signaled by lengthénéwpwel (length-
ening was not written in Roman times, we add it here for itatsbn):

(320) iuvit ‘he helps’ idvit ‘he has helped’
lavat ‘he washes’ lavit ‘he has washed’
Sometimes this lengthening is induced by a loss of a nasal:

rumpit ‘he breaks’ ripit ‘he has broken’

(321) fundit ‘he pours’ fudit ‘he has poured’
Finally, there are verbs which signal the perfect by redwpion:

currit ‘heruns’ cuccurrit ‘he hasrun’

(322) tendit ‘he stretches’ tetendit ‘he has stretched’

Now, certain verbs use a combination of these. The yérlngere/ (‘to
break’) uses loss of nasal, accompanied by vowel lengtlyepins ablaut:

(323) frangit ‘he breaks’ fregit ‘he has broken’

The lengthening of the vowel could be attributed to the Idgh®nasal (in which
case it is calleddompensatory lengthening. However, the next verb shows that
this need not be the case.

The verb/tangere/ uses a combination of reduplication, loss of nasal and
ablaut (and no lengthening of the vowel):

(324) tangit ‘hetouches’ tetigit ‘he has touched’
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The root is/tang/. The nasal is dropped, yieldingag/. Reduplication yields
/tetag/ (actually, it should giveé/tatag/.) Finally, the vowel changes to give
/tetig/. The change of vowel is quite common in the reduplicatindpsesince
the reduplication takes away the stress from the root. We jiaengit/ and
/tetigit/. The reason is that the root vowel is actually still short{e@ompen-
satory lengthening). If it were long, we would have to promoelit/te' tigit/.



Semantics I: Basic Remarks on Representation

Semantics studies meanings. It is intimately connectet iegic,
the study of reasoning. To see whether we have the correctingea
it is sometimes illuminating to check whether the purportezhning
carries the correct logical consequences.

So far we have been concerned only with them of language expressions, and
not with their meaning. Ultimately, however, language isigeed to allow us
to communicate to each other how the world is like, to makéesiber do or
believe something, and so on. The part of linguistics thatdmainly with the
question of what is meant by saying something is cadleshantics Meaning is
not just some aspect of the form in which expressions are puté language.
If I tell you that Paul has pestered at least three squirfetsrhorning you can
conclude that he has pestered at least two squirrels thiaingopr That follows
not by virtue of the form the wordahree/ and/two/ have, but in virtue of what
these words mean. Likewise, if | get told that exactly halfinof students do
not like syntax, and | have 180 students, then | conclude3@atudents do not
like syntax. This reasoning works independently of the lagge in which the
sentences are phrased. The same information can be conudyeglish, French,
Swahili and so on. The form will be muchftirent, but the message will be the
same.

We introduce some bits of terminology. Firsstatementis a sentence which
can be said to be either true or false. In distinction to a&stant, aquestions not
true or false; it is a request for information. Likewiseg@nmands a request on
the part of the speaker that he wants something done. Welshatincerned here
exclusively with statements.

Statements expregsopositions. We think of propositions as existing inde-
pendently of the language. A sentence is a faithful traisiaif another sentence
if both express the same proposition (if speaking abouwtstants). So, the French
sentence

(325) Marc a vu la Tour Eiffel.
is translated into English by

(326) Marc has seen the Eiffel Tower.
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just because they express the same proposition. A prinkipbbf semantics is to
study the logical relations that hold between sentencesderdo establish their
meanings. Let us look at the following reasoning.

Peter gets married.
(327) Sue gets married.
Peter and Sue get married.

This seems to be true at first blush. However, there is a oestditlety that might
get overlooked. Let’'s change the wording somewhat.

Peter gets married.
(328) Sue gets married.
Peter marries Sue.

There is a clear sense in which the second reasoning does tiobgigh. Suppose
Peter marries Joan and Sue marries Alec. Then the first twerssss are true, but
the conclusion fails. Thu§(3R8) does not go through. Howef2&1) still seems

to be OK. And this is because the conclusion is true even ircéise that Peter
does not marry Sue. Itis the task of semantics to explain this

Definition 13 Let Ay, ..., A, and B be propositions. We say that B isagical

consequence of A; to A, if whenever A A, ... A, are true, so is B. Ato A, are
called thepremises and B theconclusion. We write A, ..., A, £ B in this case;
and A, ..., A, 2 B otherwise.

An alternative notation has been used above:
A

AL A

(329) An or 5

B

We shall use this sometimes, with or withoutThis definition talks about propo-
sitions, not about statements. However, we still need tosesee language to
denote the statements that we want to talk about. Often énlgyists are con-
tent in using the statements in place of the propositionttieey denote. So we
write

(330) Peter gets married.,Sue gets married.
F Peter and Sue get married.
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Also the following is true
(331) Peter marries Sue. F Peter gets married.

But this often is an oversimplification. It so turns out themtences do not always
express just one proposition, they can express variouopitigns, sometimes
depending on the context. Look again at the exanipl€el (327greTare two ways
to understand

(332) Peter and Sue get married.

One is to understand it as them getting married to each adhether is to under-
stand it expressing that Peter gets married to someone ueEnddgs. Even though
the latter interpretation covers the first one, intuitivislgy are distinct. There is,
as | indicated above, some reason to think thafl(327) mayctrbfafalse since the
premisses do not support the (stronger, but preferred)ngachere Peter marries
Sue.

But the idea of multiple interpretations can be explainethwmuch clearer
examples. The easiest example is provided by pronouns.oSapsay

(333) I love Sachertorte.

Then the proposition expressed by this sentencefiierdnt from the proposition
expressed by the same sentence uttered by Arnold SchwggeaneThis is so
since | can truly utte(333) at the same time when he can ttaty [33B), and
vice versa. Moreoverl {3B3) uttered by me is roughly egentio

(334) Marcus Kracht loves Sachertorte.

This of course would not be so if it were an utterance by Arrg@ttiwarzenegger,
in which case the utterance expressed the same proposstion a

(335) Arnold Schwarzenegger loves Sachertorte.

Another case is the following. Often we use a seemingly weakatence to
express a stronger one. For example, we say

(336) Peter and Sue got married.

when we want to say that Peter married Sue. There is nothinggvin doing
so, as[(336) is true on that occasion, too. But in fact whatntenided to convey
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was that Peter married Sue, and we expect our interlocutanderstand that.
Semantics does not deal with the latter problem; it doesnwastigate what we
actuallyintendto say by saying something. This is left ppagmatics. (Some
would also relegate the Sachertorte-example to pragmdtitshat view is not
shared by everyone.) Still, even if such things are exclutiegjuage meanings
are not always clear beyond doubt. Let’s look at the follaysentence.

(337) John is a bright UCLA student.

Suppose it is agreed that in order to be a UCLA student oneohaes particularly
bright in comparison to other students. Now,[1S_(337) sayirad John is bright
even in comparison to other UCLA students, so that he is fghter than aver-
age? Or does it only say that John is bright as a student, ahdcthddition he is
a UCLA student? There is no immediate answer to this.

Here is another case.

(338) Six companies sent three representatives to the
trade fare.

How many representatives got sent? Three or eighteen? K théintuitive an-
swer is 18, but in other sentences intuitions are less clear.

(339) Six students visited three universities.

The example[(337) may just as well involve in total six studeand in total three
universities. But it may also involve four universities fime, or even 18.[{339) is
formally identical to[[33B), so why is there &fidirence?

It turns our that the dierence betwee{338) aid (B39) is not due to the partic-
ular meanings of the expressions. Rather, it is the way thdvmormally is that
makes us choose one interpretation over another. For egamlexpect that one
is employed by just one company. So, if a company sends oyirasentative,
it is by default a representative only of this company andaf@nother. We can
imagine things to be otherwise; if the companies strike a ligavhich they all
pool together and send a three employees to represent thdBBa) would also
be true. However, our expectations aréetient, and this implies that we under-
stand [33B) speaks about in total 18 representatived. ) @3 the other hand
there is no expectation about the samenessféerdnce of the universities that
the individual students visit. Each students visits sixvarsities, but it is quite
possible that they visit partly or totally the same univiesi
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There are two ways of making clear what one wants to say. Tétagito use
a sentence that is clearer on the point. For example, thexfwify sentences make
clear on the point in question what is meant.

(340) Six companies sent three representatives each to the
trade fare.

(341) Six companies sent in total three representatives to
the trade fare.

The other option is to use a formal language that has welhddfimeanings
and into which propositions are rendered. It is the lattgar@@ach that is more
widespread, since the nuances in meaning are sometimedifféezylt to express
in natural language. Often enough, a mixture of the two aeglusn the previ-
ous section we have used indices to make precise which DRalane to refer to
the same individual. We shall do the same here. For exam@eshall use the
following notation.

(342)  run’(x)

Here,x is a variable which can be filled by an individual, gagn’ and it will be
true or false. So,

(343)  run’(john")

is a proposition, and it is either true or false. This looks ka funny way of saying
the same thing, but the frequent use of brackets and othdodgrwill actually
do the job of making meanings more precise. What it does nohowever, is
explain in detail what it means, for example,rim. It will not help in setting
the boundary betweemalkingandrunning even though semantics has a job to
do there as well. It is felt, though, that this part of the jalis into the lexicon
and is therefore left to lexicographers, while semanti¢sisstly) concerned with
explaining how the meanings of complex expressions are finahethe meanings
of simple expressions.



Semantics II: Compositionality

The thesis of compositionality says, roughly, that whatithie mean-
ing of a sentence is all in the meaning of its parts and the \vay t
were put together.

Truth Values

The thesis of compositionality says that the meaning of aptexexpression is a
function of the meaning of its parts and the way they have peétogether. Thus,
in order to understand the meaning of a complex expressiahaeld not need to
know how exactly it has been phrased, if the two expressimnsymonymous. In

fact, we have made compositionality a design criterion ofrepresentations. We
said that when two constituents are merged together, thaingeaf the complex

expression is arrived at by applying a function to the meguoifts parts. Rather
than study this in its abstract form, we shall see how it wankszractice.

We shall use the numbers 0 and 1 for specifying the truth ohtesee. The
numbers 0 and 1 are therefore also caliedh values (they are also numbers,
of course). O represents the ‘false’ and 1 represents the'.'tA given sentence
is either false or true. We imagine that there is a ghost wtedh us for every
possible statement whether or not it is true or false. (Inhexatical jargon we
call this ghost &unction.) We represent this ghost by a letter, gayg needs
a string and returns 1 or O instead of ‘yes’ or ‘no’. Nagvmust abide by the
conventions of the language. For example, a sentence obthneS and T is true
if and only if bothS andT are true. So,

(344) g9(Sand T)=1ifandonlyifg(S) =1 andg(T) =1

This can be rephrased as follows. We introduce a sympwahich has exactly the
following meaning. It is an operation which needs two trugfues and returns a
truth value. Its table is the following.

N0 1
(345) 0|00

1/0 1
Now we can write

(346) 9(Sand T)=09(S)Nng(T)
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This suggests that the meaning/afd/ is actuallyn. Notice however that is

a formal symbol which has the meaning that we have giveantj/ on the other
hand is a word of English whose meaning we want to describas,Tio say that
/and/ meansn is actually to say something meaningful! In the same way we ca
say that the meaning ¢ér/ is the following function

ulo 1
(347) 00 1
101 1

and that the meaning ¢f f/- - - /then/ is the function

— |0 1
(348) 0|1 1
1|01

This takes a while to understand. We claim that a sentenckeoform/if S
then T/ is true if eitherS is false orT is true. Often, people understand such a
sentence as saying thaimust be true exactly whehis true. But this is an error.
For example, suppose | order a book at the bookstore and élyep sne

(349) If the book arrives next week, we shall notify you.

Then if the book indeed arrives and they do not notify me treyehissued a false
promise. On the other hand, if it does not arrive and stily thetify me (saying
that it hasn’t arrived yet), that is still alright. To give@her example: in math-
ematics there are lots of theorems which say: ‘if the Rientaypothesis is true
then.... The point is that nobody really knows if Riemanmygothesis is actually
true. (If you have a proof, you will be famous in no time!) Bhettheorems will
remain true no matter which way the hypothesis is eventua@tyded. To see why
this is so notice that we have said that

(350) g(if S thenT)=g(S)— g(T)

This means thaif S then T is true if eitherS is false (that isg(S) = 0) or T is
true (thatigy(T) = 1). Why itis that people consider a sentence of the farfn S
then T to say the same @S if and only if T/ still needs to be explained.
Part of the explanation is pragmatic.

Let us see how this works in practice.

(351) Pete talks and John talks or John walks.
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The question is: does this imply that Pete talks? Our irdnitells us that this de-
pends on which way we read this sentence. We may read thigasfbemed from
the sentence®ete talks/and/John talks or John walks/using/and/; or
we can read it as being formed frgiete talks and John talks/and/John
walks/ using/or/. The string is the same in both cases.

(352) g(Pete talks and John talks or John walks)
=g(Pete talks) N (g(John talks or John walks))
=g(Pete talks) N (g(John talks)U g(John walks))

(353) g(Pete talks and John talks or John walks)
=g(Pete talks and John talks)U g(John walks)
=(g(Pete talks)Ng(John talks))U g(John walks)

The results are really flerent. Suppose for example that Pete does not talk, that
John talks and that John walks. Then we have

(354) g(Pete talks) N (g(John talks)U g(John walks))
=0Nn(1uU1l)
=0

(355) (g(Pete talks) Ng(John talks))U g(John walks)
=0n1ul
=1

So, the diferent interpretations can givefiirent results in truth!

The True Picture

We have started out by assuming that there is a ghtedling us for each sentence
whether or not it is true. This ghost is in a predicament wéhpect to[(391),
for it may be that it is both true and false. Does this mean thatpicture of
compositionality is actually wrong? The short answer id: fTmunderstand why
this is so, we need to actually look closer into the syntaxserdantics ofand/.
First, we have assumed that syntactically everything iafyilbranching. So the
structure ofPete talks and John walks/is

(356) [[Pete talks]cp[and [John walks]cp]]cp
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Thus,/and/ forms a constituent together with the right hand CP (thetastalso
calledconjunct). And the two together form a CP with the left hand CP (also
calledconjunct). The argument in favour of this is that it is legitimate ty sa

(357) Pete talks. And John walks.

So, we want to have a semantics that gives meanings to allicemds involved.
We shall first give the semantics of the expressind T. This is a function which,
given some truth valugwill return the valuexng(T). In mathematics, one writes
X +— xNg(T). There is a more elegant notation saying exactly the same:

(358) g(and T) = Ax.xNg(T)

The notationdx. - - - is similar to the set notatiofx|---} (or {x : ---}). Given
an expression, it yields a function. For example, given gt it gives the
function Ax.x?, which outputs the square of its input. In ordinary mathetican
one writes this ag = X2, but this latter notation (which is intended to say exactly
the same) is actually not useful for the purpose at hand. dmlalkie shortcomings
of this ‘usual’ notation, thel got introduced. In practice, if you know what the
answer is in each case, say ix% thenix.x? is a ghost (or machine, or function,
whatever you find more instructive) that gives you the answerhen you give it
the numben. For example, you give it the number 3, it gives you back 9; gioa

it 7, it answers 49. And so on. But why ix.x? different fromx?? The diference
can be appreciated as follows. | can shgt ¥ < 16. Because depending on what
X is, X% is smaller than 16 or it isn’'t. It is like sayinget x < 4. But about the
function f(x) = X2 | cannot simply sayLet f < 16. A function cannot be smaller
than some number, only numbers can be. So, there is an appeeditference
between numbers and functions from numbers to numbers. thisdifference
that we shall concentrate on.

By our conventions we writ@x.x? instead off. This isnota number, it is a
ghost. You call it, you give it a number, and it gives you bacluanber. In and of
itself, it is not a number. So why use the notation with Af&# The reason is that
the notation is so useful because it can be iterated. We cé@ AyrAx.(X — y).
What is this? Itis a ghost that, when given a nuntbgcalls another ghost; so you
may call it a second order ghost. The ghost it calls is thetgBos Ax.(x—m). G
on its turn waits to be given a number, same diiedent. Give it a numbarand it
will return the numben—m. Notice thatix.1y.(x—y) also is a second order ghost,
but a diferent one. Give it the numbarand it will call the ghosH := Ay.(m-y).
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Give H the numben and it will give youm — n, which is not the same as— m.
(For example, 3-5= -2, while 5-3=2))

Let us see aboutx.x N g(T). Suppose that is true. Then the function is
Ax.xN 1. x has two choices, 0 and 1:

(359) (xxN1)(0)=0Nn1=0, (AxxNn1l)@L)=1nl=1
Suppose next that is false. Themx.xN g(T) = Ax.xN 0.

(360) (xxN0)(0)=0N0=0, (AXXN0)(1)=1n0=0
Now we are ready to write down the meaningaid,. Itis

(361) Ay.AxXxXNy

How does this help us? We shall assume that if two expresaierjsined to form
a constituent, the meaning of the head is a function thatpexpto the meaning
of its sister. In the construction & and T, the head igand/ in the first step, and
and T in the second step. Suppose for example that Pete talks batdies not
walk. Ignoring some detail (for example the morphologyg signs from which
we start are as follows:

1 AY.AXXNY 0
(362) CP C CP
Pete talks and John walks
Let’s put them together.
[ 1 AYAXXNY 0
(363) CP o|| C ol CP
| Pete talks | and John walks
[ 1 | [ AxxNnO
=| CP o C
| Pete talks | | and John walks
[ 0
=| CP
| Pete talks and John walks

Itis not hard to imagine that we can geftdrent results if we put the signs together
differently.
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Types of Ghosts

We have said that there are ghosts, and that there are sea@rdybosts. They
are higher up, because they can call ordinary ghosts tol flfdsk for them. To
keep track of the hierarchy of ghosts, we shall use the fatigmotation. Ghosts
havetypes Here are the types of the ghosts introduced so far.

0,1:t
(364) AXXN1:t—>t
AYAXXNY: t > (t—> 1)

The general rule is this:

Definition 14 A truth value is oftype t. A function from ghosts of type into
ghosts of typ@ is a ghost otype @ — B. A ghost of typer — S can only apply to
a ghost of type; the result is a ghost of type

Something of Type 1 is a truth value; by definition, it is ertl®eor 1. So, it is
known to us directly. Everything else needs some computatioour side. A
ghost of typexr — g is asking for a ghost of type to be given. It will then call a
ghost of types for an answer. Typically we had = t. A ghost of typet — B is
waiting to be given a truth value and it will then call a gholstype 3.

Is there more to it than just truth values? There is! We shedume, for
example, that there is a typethat comprises all objects of the world. Every
physical object belongs te, including people, animals, stars, and even ideas,
objects of the past like dinosaurs, objects of unknown eris like UFOs, they
are all of typee. Ordinary names, lik¢John/ and/Pete/ can denote objects, and
so their meaning is of type, we say. A ghost of type — t is a ghost that waits
to be given an object and it will return ... a truth value. l§s4 or O (or ‘yes’ or
‘no’, however we like). These ghosts are calleddry) predicates Intransitive
predicates denote unary predicates. For exanipley/, /talk/ and/walk/. We
shall truly treat them as ghosts. We do not know how they wotks is part of
the lexicon, or if you wish, this part of the knowledge of tleaduage that we
must acquire what it means that someone talks, or walks,n@. i the absence
of anything better we writeun’ for the ghost of type — t that tells us if someone
is running. And likewise we writevalk’ for the ghost that tells us if someone is
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talking. And so on. Then we do however know that the meaning of
(365)  John talks.

istalk’(john"). Big deal. But things get trickier very soon. There are alansitive
predicates likgscold/. Since they form a category of intransitive verb together
with a name, we conclude that they must be ghosts of secordt: ditey are of
typee — (e — t). And so on. What this means is that semantics mirrors by way
of typing ghosts the syntactic structure. If something isaagitive verb, not only
does it need two syntactic arguments, also its meaning is@deorder ghost,
waiting to be given two objects before it will answer with attr-value.

Notes to this sectionl have earlier (at the end of Lecture 8) required that
grammars of English contain the rule

(366) CP— CP.and.CP

but the present rules do not have it. Nevertheless, it stiibBes the properties

— [ on Pagé89. And this because the rle{366) is a derived ruleaframmar,
obtained by doing three steps: from CP we step to CB@ in a second step to
CP C CP and finally to Cknd CP.



Semantics Ill: Basic Elements of Interpretation

The things that exist come inftierent forms. There are objects, time
points, events, truth values, and so on. These propertetiada-
mental. A truth value can never be a number regardless ofaitte f
that we use numbers (or letters) to stand in for them.

On What There Is

Language is supposed to be able to talk about everythingettistis. This is, of
course, impossible. However, language comes very closeiimgdhat. Such a
task creates its own challenges. We notice, namely, thagjshive speak about
are of diferent kinds: there are physical objects, people, placasstiproperties,
events and so on. Languages reflect this categorisatiomgfstin diferent ways.
For example, many languages let the verb show which of thecpents in a
speech act is the subject: if it is the speaker, the heareoroesne else. We
can perfectly well imagine a language that does not do thait tiBe fact that
many languages do have such a system reflects the importatineespeaker and
hearer in a speech act. To give another example: many largudassify things
into various groups, called genders or classes. This @leetson proceeds along
several lines. Many languages distinguish animate fromimate, for example.
We can certainly imagine that this contrast is relevant.9éone languages it is so
relevant that it enters the morphology.

To the extent that the classification of things is relevatamnguage, it is going
to be reflected in the basic semartiipes We shall review a few basic types of
things that are relevant to natural languages.

Number: Individuals and Groups

Look at the following contrast.

(367) John and Mary met.
(368) The senators met.
(369) “John met.
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Evidently, in order to meet you need to meet with somebodyt dparently
several people can meet in the sense that they meet with #aeh ®©ne way to
account for this dference is to say that the vefiteet/ needs a group of people
as its subject. Since lines and other things can also meethalesimply say that
/meet/ needs a group of things, without further qualification. Ehare basically
two ways to form groups: you use the plural or you [sel,.

We say therefore that plural DPs and DPs coordinated witihétye of /and/
denote groups. Groups can evidently be subjects of verldssametimes verbs
specifically require groups as subjects. Other verbs take bo

(370) Paul is eating.
(371) Paul and the neighbouring cat are eating.

In the case ofeat/ we may think of it as being an activity that is basically per-
formed by each individual alone. If it is understood to be thiay, the verb is said
to bedistributive . It means in the present case that the fact that Paul is eatichg
that the neighbouring cat is eating is enough to make theseaf{371l) true. We
can also say that the following inference is correct.

Paul is eating.
(372) The neighbouring cat is eating.
Paul and the neighbouring cat are eating.

In general, if a verly is distributive, then the following inferences go through:

A Vs,
(373) B Vs.
Aand BV.

A and B V. A and B V.
A Vs, .. BVs.

Now, if there are groups of people, are there also groupsaipg? There are!
Here is an interesting pattern. You can get married as a gobuwo people

by getting married to each other. This involves a one-timenethat makes you
married to each other. You can get married as a group by eaglyintasomeone
else. The sentence(374) can be read in these two ways. T$@redy this is so
lies in the fact thatget married/ actually also is a verb that takes individuals.

(374) John and Sue got married.
(375) John got married.
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Moreover, the above test of distributivity goes throughhattcase. But if we
understand it in the non-distributive sense, the inferefus not go through, of
course. Now, let’'s form a group of groups:

(376) John and Alison and Bill and Sue got married.

There is a reading which says that John marries Alison, athdhBrries Sue. This
reading exists in virtue of the following.John and Alison/ denotes a group,
so doegBill and Sue/. The verb applies to such groups in the meaning ‘marry
each other’. By our understanding of marriage, if severaligs get married to
each other, this means that all groups get married separatel

There are also verbs that encourage a group of groups reading
(377) The ants were marching eight by eight.

Here, we think of a group of groups of ants, each group cangisf eight ants in
aline.

Note that the same pattern can be observed juibt/:

The senators meet.
(378) The congressmen meet.
The senators and the congressmen meet.

However, reader beware: the conclusion has a reading wireseibject is a single
group which meets in a one-time event. This is not what carobeladed from
the premises. All that follows is that the senators met (wglch other) and that
the congressmen met (with each other).

Time

Properties can change over time. | can be tired in the evebuigmaybe next
morning | am not. Some properties have an inbuilt time depeagl For example,
a cat is a kitten only through certain stages of its life. Wiid@s old enough it
ceases to be a kitten, even though it never ceases to be a eaiicire time as
consisting of a continuum of time points on a line. We witjté, u for time points,
and we writet < t’ to say that is prior tot’, andt > t’ to say that it is aftet’. For
any two time point$ andt’, eithert = t’ (they are the same) o t’ ort > t’. This
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trichotomy translates into the three basic tenses of Bmgli$e present is used
for something that happens now, the past is used for songgtiétt has happened
before now, and the future is used for something that willdesplater.

(379) John runs. (present)
(380) John ran. (past)
(381) John will run. (future)

We make reference to time through various ways. One is thelsyabw/ and
/yesterday/. ‘Now’ refers to the very moment of time where it is uttereges-
terday’ refers to any time point that is on the day before yodaday on the other
hand is the day of ‘now’. Other words require some calcufatio

(382) John realized on Monday that he had lost his wallet
the day before.

We do not know exactly when things happened. We know that’Sebalising
he had lost his wallet happened in the past (because we usetepae); and it
happened on a Monday. His losing the wallet happened jusddiiebefore that
Monday, so it was on a Sunday. Suppose we replacke day before/ by
/yesterdayy/:

(383) John realized on Monday that he had lost his wallet
yesterday.

Then John's realizing is in the past, and it is on a Monday. leBég his wallet

Is prior to his realizing (we infer that among other from thegse/had lost/
which is a tense callegluperfect). And it was yesterday. So, today is Monday
and yesterday John lost his wallet, and today he realizés@rde realized yes-
terday that on that day he had lost his wallet. (Actually,dheasgon Monday/ is
dispreferred here. We are not likely to say exactly what dag@week it is when

it is today or yesterday or tomorrow. But that is not someghimat semantics
concerns itself with. | can sayet's go to the swimming pool on Thursdayen
when today is Thursday. It is just odd to do so.)

That time is linear and transitive accounts for a few infeeepatterns that we
note.

A Ved.
B Ved. A Ved before B.

(384) - B Ved before C.
.. A Ved before B or A Ved after B A Ved before C.

or A Ved at the same as B.
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Location

Space is as important in daily experience as time. We grovimiing spatially;
how to get furniture through a door, how to catch the neigihbaat, how to not
get hit by a car, all these things require coordination afkhig in time and space.
This is the reason why language is filled with phrases thatveene or another
refer to space. The most evident expressiongaee/, which functions the same
way agnow/, and/there/ (analogous tgthen/). It denotes the space that speaker
Is occupying at the moment of utterance. In is involved inwloeds/come/ and
/go/. If someone is approaching me right now, | can say

(385) He is coming.

But | would not say that he is going. That would imply he is mmyaway from me
now. German uses verbal prefixgsif/ and/her/) for a lot of verbs to indicate
whether movement is directed towards speaker or not.

Space is not linear, it is organizedidrently, and language reflects that. Sup-
pose | want to say where a particular building is located anmas. Typically
we phrase this by giving an orientation and a distance (thienown as ‘polar
coordinates’). For example,

(386) 200 m southwest of here

gives an orientation (southwest) and a distance (200 m)etfd® orientation is
either given in absolute terms, or it can be relative to thg wme is positioned,
for example/to the right/. To understand the meaning of what | am saying
when | say ‘Go to the right!” you have to know which way | am fagi

Worlds and Situations

We have started out by saying that sentences are eithemtfals®. So, any given
sentence such as the following is either true or false.

(387) Paul is chasing a squirrel.
(388) Napoleon lost the battle of Waterloo.
(389) Kitten are young cats.
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We can imagine with respedi{387) that it is true right nowhatfit is false. In
fact, we do not even know. With (3B8) it is the same, althodigeihave learned a
little history we will know that it is true. Still, we find ouetves thinking ‘what if
Napoleon had actually won the battle of Waterloo ...". Thws picture a situation
that is contrary to fact. The technical ternwisrld. Worlds decide every sentence
one way or another. There are worlds in whiEh{387) is true @&&) is false,
others in whichl(387) is false and(388) is true, others inchttioth are false, and
again others in which both are false. And there is one (ang om¢) world we
live in.

Seemingly then, any combination of saying this and thatesert is true or
false is a world. But this is not quite tru€._(389) isfdrent. It is true. To suppose
otherwise however would be tantamount to violating theswglanguage. If |
were to say ‘suppose that kittens are not young cats but trofdaats ... what
| ask you is to change the way English is understood. | am dkintpabout a
different world. Worlds have an independent existence fromahguage that is
being used. We say then thRI (B89pexessarily true just like/4+7=11/. If you
do not believe either of them you are just not in the picture.

The denotation of a word likgat/ in this world is the set of all beings that
are cats. They can change from world to world. We can imagineréd that has
absolutely no cats. (If we go back in time, there was a timenthes was actually
true.) Or one that has no mice. But we do not suppose that gestuse there
are diferent sets of cats in fierent worlds the meaning of the word changes—it
does not. That's why you cannot suppose that kittens areatdd Ye say that the
meaning of the worgcat/ is a functioncat’ that for each and every world gives
some setgat’(w). We of course understand thatt’(w) is the set of all cats imw.
(Some people use the wonatension for that function.) Likewise, the intension
of the word/rat/ gives for each worldv the set of all rats inwv, and likewise for
the word/kitten/. Itis a fact of English that

(390)  kitten’(w) C cat’(w), kitten’(w) Nrat'(w) = @

There are plenty of words that are sensitive not just to thetéion but to the
meaning.

(391) John doubts that Homer has lived.

(392) Robin thinks that Napoleon actually won Waterloo.

Nobody actually knows whether or not Homer has existedl \&élthink that the
sentence ‘Homer has lived.” has a definite answer (some ghostd tell us...). It
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Is either true or not. Independently of the answer, we cad heliefs that settle
the question one way or the other, regardless of whetherethteisce is factually
true or not. Robin, for example, might be informed about theamng of all
English words, and yet is a little weak on history. So she $idtdt Napoleon won
Waterloo. John might believe the opposite, and Robin mighebe that Homer
has lived. Diterent people, diierent opinions. But to disagree on the fact that
Kittens are cats and not rats means not using English anymore

Events

When | sit behind the computer typing on the keyboard, thenisctivity. You
can watch me do it and describe the activity in various waysl ¢an say

(393) He is typing on the keyboard.
(394) He is fixing the computer.
(395) He is writing a new book.

Both (393) and[(394) can be manifested by the same physitaitycme sitting
behind the computer and typing something in. Whether or raohlfixing the
computer by doing so, time will tell. But in principle | coulgk fixing the com-
puter just by typing on the keyboard. The same goes for wydibook. Thus, one
and the same physical activity can be a manifestation obuardiferent things.

In order to capture this insight, one has proposed that \a@hste particular ob-
jects calledevents There are events of typing, as there are events of fixing the
computer, and events of writing a book. Events are distirmmhfthe processes
that manifest them.

Events will figure in Lecture 18, so we shall not go into mucladehere.
There a few things worth knowing about events. First, theeetao kinds of
events:statesandprocessesA state is an event where nothing changes.

(396) Lisa knows Spanish.
(397) Harry is 8 feet tall.

These are examples where the truth of something is ass¢rad@ment of time,
but there is no indication that something changes. By centhe following sen-
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tences talk about processes.

(398) Paul is running.
(399) The administrator is filling out the form.
(400) The artist is making a sculpture.

In the first example, Paul is changing place or posture. Irsdm®nd the admin-
istrator is for example writing on some piece of paper whibhrges that very
piece of paper. In the third example a statue comes intoenast from some
lump of material. Events have participants whose numbercamdribution can
vary greatly. A process always involves someone or somgttiiat undergoes
change. This is called titbeme In (398) the theme is Paul, ih{399) the theme
is the form, in [40D) the theme is the sculpture. Events lxshalve a participant
that makes the change happen;[In{398) the actor is againiR4BB9) it is the
administrator, in[{400) it is the artist. There need not bacor, just as there need
not be a theme; but mostly there is a theme. Some events hatasvalled an
experiencer. In the next sentence, Jeremy is the experiencer of hate.

(401) Jeremy hates football.

Notice that experiencer predicates express states of emab they fall into the
category of verbs that express states rather than processether class of par-
ticipants are thdeneficiaries these are the ones for whose benefit an action is
performed, like the wife of the violinist in the following erple.

(402) The violinist composed a sonata for his wife.
The list of participant types is longer, but these ones aerthst common ones.

Processes are sometimes meant to finish in some state andrsemeot. If
you are said to be running no indication is made as to when ythstp doing
so. If you are said to be running a mile then there is an inligr@int that defines
the end of the activity you engage in. Some verbs denote ttez kand of events:
/arrive/, /reach/, /pop/, /finish/. The process they denote is finished when
something specific happens.

(403) Mary arrived in London.
(404) The composer finished the oratorio.

In (#03) the arriving of Mary happens at a more or less cledefyjned time span,
say when the train gets close to the station up to when it cooreebalt. Similarly
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for ([@04), where the finishing is the last stretch of the ewémiriting the oratorio.
The latter is a preparatory action. So, you can write an aafor a long time,
maybe years, but you can only finish it in a considerably gnditne, at the end
of your writing it.

Notes on this sectiormhere are most likely to be a few more sorts, for exam-
ple, degrees. Notice that there is a bi¢felience between the classification here
and what is nowadays in computer science called an ontolalgigh is a rather
rich classification of things.



Semantics IV: Scope

Different analyses of sentences give rise feedent c-command re-
lations between constituents. These in turn determifierdnt inter-
pretations of sentences. Thus one of the reasons why sestean
mean diferent things is that they can havefdrent structures.

Let us return to exampl€(3b1), repeated heréas (405).
(405) Pete talks and John talks or John walks.

We have said that under certain circumstances it may turtodag both true and
false, depending on how we read it. These interpretatianalao calledeadings

In this lecture we shall be interested in understand hdteidint readings are also
structurally diferent. The syntactic notion that is pivotal here is thascdpe
Intuitively, the scope is that string part (constituengttierves as an argument to
some head. We shall fill this definition with life right awayn @03%) we find two
logical connectivegand/ and/or/. Each of them takes two CPs, one to the right
and one to the left. This is all the requirements they makehersyntactic side.
This means that syntactically the sentence can be given ifiereht structures.
They are shown in Figuild 8. The structure of the individuas @™ot shown, to
save space. Let us look at (a). We can tell from its structuratws meaning
is. We shall work it out starting at the bottom. The completr@yor/ is the
CP/John walks/. So,/or John walks/ is a constituent formed frorfor/ and
/John walks/. This means thatits meaning is derived by applying the nmepwi
/or/ to the meaning ofJohn walks/. Notice that the latter is also the constituent
that the node labelled C just aboxer/ c-commands (recall the definition of c-
command form Lecture 12). The meaning of the lowén&de is therefore

(406) (Ay.Ax.xU y)(g(John walks))
=AX.XU g(John walks)

This node takes the CP node abgvehn talks/ as its sister, and therefore it
c-commands it. The meaning of the CP that the two togethar ier

(407) (Ax.xU g(John walks))(g(John talks))
=g(John talks) U g(John walks)
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Pete talks,/////A\\\\\

John talks,/////\\\\\\

or John walks

Pete talk;////\\\ John talks

and John talks

(b)

Figure 8: Two Analyses of{405)
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This is the meaning of the lower CP. It is the complemeritafl/. The two form
a constituent, and its meaning is

(408) (Ay.Ax.xNy)(g(John talks)U g(John walks))
=AX.XN (g(John talks)U g(John walks))

Finally, we combine this with the specifier CP:

(409) (AXXN (g(John talks) U g(John walks)))(g(Pete talks))
=g(Pete talks) N (g(John talks)U g(John walks))

This is exactly the same as the interpretat[on1352).

Now we take the other structure. This time we start with therpretation of
the middle CP. Itis now c-commanded by the C above the yiord). This means
that the two form a constituent, and its interpretation is

(410) (Ay.Ax.xNy)(g(John talks))
=AX.XN g(John talks)

This constituents take the speciffeete talks/ into a constituent CP. Thus, it
applies itself to the meaning ¢(fete talks/:

(411) (AxxN g(John talks))(g(Pete talks))
=g(Pete talks)Ng(John talks)

This constituent is now the specifier of a CP, which is formggdBate talks
and John talks/ and/or John walks/. The latter has the meaningXx U
g(John walks)), which applies itself to the former:

(412) (AX.xU g(John walks))(g(Pete talks)U g(John talks)))
=(g(Pete talks)U g(John talks)) N g(John walks)

And this is exactly[[353).

Thus, the two dierent interpretations can be seen as resulting frdferént
structures. This has motivated saying that our glgagtes not take sentences as
inputs. Instead, it wants the entire syntactic tree. Onlgnrvgiven a syntactic
tree the ghost can give a satisfactory answer. The way thaingeas computed
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is by working its way up. We assume that each node has exaalglaughters.
Suppose we have a structure

(413) vy =[ap]

We assume that the semantics is arranged in such a way tha ddnstituents
are merged into one, the interpretation of one of the nodagusction that can
be applied to the meaning of its sister. The first node is tladled thesemantic

head If the meaning ofr andg is known and equalg(a) andg(8), respectively,
then the meaning of is

g(a)(g(B)) if aisthe semantic head

(414)  o(y) = {g(ﬁ)(g(a)) if Bis the semantic head

The only thing we need to know is: isthe semantic head or isg? The general
pattern is this: a zero level projection is always the semdmad, and likewise
the first level projection. Adjuncts are semantic headsthey are not heads (the
latter of head is a syntactic notion and igtdrent, as this case shows). Notice
that by construction, the head ‘eats’ its sister: its megumna function that ap-
plies itself to the meaning of the sister. And the sister & ¢bnstituent that it
c-commands. This is why c-commands has become such a funtiEmetion in
syntax: it basically mirrors the notion of scope, which is tine needed to know
what the meaning of a given constituent is.

We shall discuss a few more cases where scope makes alffitwedce. Look
at the diference betwee{4115) aid (416).

(415) This is the only car we have, which has recently been
repaired.

(416) This is the only car we have which has recently been
repaired.

The parfwhich has recently been repaired/is a clause thatfunctions like
an adjective; it is called eelative clause (Recall that relative clauses are opened
by relative pronouns in English.) Unlike adjectives, refatclauses follow the
noun. Notice thatwe have/ also is a relative clause, though it is somewhat short-
ened (we could replace/ithich we have/).

Suppose you go to a car dealer and he utferd (415). Then hsicalhasay-
ing that he has only one car. Moreover, this car has been uegair recently.
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Suppose however he says (U16). Then he is only claiming hlea¢ tis a single
car that has been under repair recently, while he may sti# ans of others. Itis
clear from which dealer you want to buy. To visualize th&atence, we indicate
the scope of the operattthe only/:

(417) This is the only [car we have],which has recently been
repaired.

(418) This is the only [car we have which has recently been
repaired].

In the first sentencégthe only/ takes scope ovgrar we have/. It has scope
over/car we have which has recently been repaired/inthe second sen-
tence. Itis not necessary to formalize the semanti¢staf only/. We need only
say that something ithe only R if and only if (a) it is aP, and (b) nothing else
isaP. So, if/the only/ takes scope only ovécar we have/, then the car we
are talking about is a car the dealer has, and there is no tithehe has. So he
has only one car. If the scope /isar we have which has recently been
repaired/, then the car we are talking about has recently been repdtiiscbne
of the dealer’s cars, and there is no other car like that.[®wetmay be other cars
that the dealer has which have not been repaired, and thgreenather cars that
were not the dealer’s but have been repaired.

The diference in structure between the two is signaled by the contintize
comma is added, the scope/ahe only/ ends there. The relative clause is then
said to benon-restrictive; if the comma is not there, the relative clause is said to
be restrictive. If we look atX-syntax again we see that non-restrictive relative
clauses must be at least-Bdjuncts, because they cannot be in the scopehef.

In fact, one can see that they are DP-adjuncts. Let us seehi®gdes. First we
notice thaythe/ can be replaced by a possessive phrase (which is in thexggniti

(419) Simon’s favourite bedtime story.
(420) Paul’s three recent attacks on squirrels.

The possessives are phrases, so they are in specifier of {Tuglike the de-
terminer/the/ itself. Notice that even though the possessive and therdater
cannot co-occur in English this is not due to the fact thay tt@mpete for the
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same position. In Hungarian they can co-occur:

(421) Mari-nak a cipéje
Mary-par the shoeross3sc
Mary’s shoe

Literally translated, this mearidary’s the her shoe The possessiv@larinak/
(in the dative!) occurs before the actual determiner.

Now, take a DP which has non-restrictive DP.

(422) Simon’s only bedtime story, which he listens to care-
fully

(423) Paul’s only attacks on squirrels, which were success-
ful

These DPs are perfect, but here we hédeon’s only/ and/Paul’s only/.
We shall not go into the details of that construction and hioslffers from/the
only/. In the first DP/Simon’s only/ takes/bedtime story/ in its scope. It
can only do so if the relative clause is an adjunct to DP.

Likewise one may wonder about the place of restrictive ndatlauses. It is
clear that they can be neither adjuncts to DP nor adjuncts (bd2ause thefthe
only/ cannot take scope over them). The restrictive relativesaaus therefore
adjunct to either Nor NP. We shall not go into more detail.

So far we have seen thatfiirences in interpretation manifest themselves in
differences in structure. The next example is not of the same-kandeast at first
sight. This example has to do with quantification. Supposg e professors
complain about fiice space and the administrator says

(424) Every professor has an office.

He might be uttering a true sentence even if there is a sirfileedhat is assigned
to all professors. If this is to be understood as a remark tahow generous the
university is, then it is probably just short for

(425) Every professor has his own office.

in which case it would be clear that each professor hafferdnt dfice. The first
reading is semantically stronger than the second. For thersingle dice and it
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is assigned to every professor then every professor haffiaa,@lbeit the same

one. However, if every professor has affice, diferent or not, it need not be

the same that there is just a singléi@e. We can use ‘stilted talk’ to make the
difference visual:

(426) There is an office such that it is assigned to every
professor.

(427) Every professor is such that an office is assigned to
him.

In the first sentencg¢there is an office/takes scope ovgevery profes-
sor/. In the second sentengevery professor/takes scope ove¢an office/.

Returning to the original sentende_(425), however, we hafiecdties as-
signing diferent scope relations to the quantifiers: clearly, syrtalyi /every
professor/ takes/his own office/ in its scope. This problem has occupied
syntacticians for a long time. The conclusion they came up isithat the mech-
anism that gets the fierent readings is syntactic, but that the derivation at some
point puts the object into c-commanding position over tHgestt.

There are other examples that are not easily accounted fyriigctic means.
Let us give an example.

(428) John searches for the holy grale.

There are at least two ways to understand this sentence.r dndenterpretation
it means that there is something that John searches for,eathdirtks it is the holy
grale. Under another interpretation it means that Johnakihg for something
that is the holy grale, but it may not even exist. This patéicease is interesting
because people are divided over the issue whether or nobtiigtale existed.
Additionally, it is not clear what it actually was. So, we rhtdind it and not know
that we have found it. We may paraphrase the readings asvillo

(429) There is the holy grale and John searches for it as

that.
(430) There is something and John searches for it as the
(431) holy grale.

(432) John is searching for something as the holy grale.
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Here, the meaning fference is brought out as a syntactic scogietence. The
first is the strongest sentence: it implies that both speakéJohn identify some
object as the holy grale. The second is weaker: there is $mgedf which only
John believes that it is the holy grale. The third is the wsak#&ohn believes that
there is such a things as the holy grale, but it might not exéest.e
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There is an important distinction in the study of noun denhoits be-
tween count nouns and mass nouns. An equally importanbhdigtn
is between processes and accomplishinjaclisevements. It is possi-
ble to show that the division inside the class of nouns andénhe
class of verbs is quite similar.

We have said that nouns denote objects and that verbs darmeteselt has been
observed, however, that some categorizations that haverbade in the domain
of objects carry over to events and vice versa. They ultilpadéate to an underly-
ing structure that is similar in both of them. A particulasiance is the distinction
between mass and count nouns. A noun is said to beuat noun if what it
refers to in the singular is a single object that cannot beewed of consisting
of parts that are also objects denoted by this noun; for el@rus’ is a count
noun. In the singular it denotes a thing that cannot be ceadeis consisting two
or more busses. It has parts, for sure, such as a motor, keeata, windows
and so on. But there is no part of it which is again a bus. We Isalythe bus is
anintegrated whole with respect to being a bus. Even though some parts of it
may not be needed for it to be a bus, they do not by themselvesittde another
bus. Ultimately, the notion of integrated whole is a way ajkmg at things: a
single train, for example, may consist of two engines in fi@frseveral dozens of
wagons. It may be that it has even been obtained by fusinghegéwvo trains.
However, that train is not seen as two trains: it is seen astagrated hole. That
is why things are not as clear cut as we might like them to béhodigh we are
mostly in agreement as to whether a particular object isia tranot, or whether
it is two trains, an abstract definition of an integrated hsleard to give.

However, one thing is clear. The division into smaller ancken units must
stop. The train cannot consist of smaller and smaller tratisome point, very
soon, it stops to be a train. There is &elience with ‘water’. Although in science
we learn that things are otherwise, in actual practice watelivisible to any
degree we like. And this is how we conceive of it. We take aritiaty quantity
of water and divide it as we please—the parts are still wateus, ‘water’ is not
a count noun; it is aass noun

One problem remains, though. We have not talked about magsstiwe have
consistently talked about mass or conntins We said, for example, that ‘water’
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IS a mass noun, not that the substance water itself is a mbstgage. In this case,
it is easy to confuse the two. But there are occasions wherenth are diferent.
The word ‘furniture’ turns out to be a mass noun, even thoughatvit denotes
clearly cannot be indefinitely divided into parts that aoatalled furniture. But
how do we know that something is a mass noun if we cannot uiipaely on
our intuitions about the world? There are a few tests thatdish this. First, mass
nouns do not occur in the plural. We do not fififlurnitures/ or */courages/.
On the surface/waters/ seems to be an exception. However, the denotation of
/waters/ is not the same as that of a plural of a count noun, which is amgro
Waters is used, for example, with respect to clearly defirsedhes of water (like
rivers or lakes). A better test is this one. Mass nouns freebur with so-called
classifiers while count nouns do not.

(433) a glass of water
(434) a piece of furniture
(435) a "glass/‘piece of bus

Notice that one does not sgfa glass of furniture/, nora‘/piece of wa-
ter/. The kind of classifier that goes with a mass noun depends ahitdctually
denotes. Some can be used across the board/llike¢. Notice that classifiers
must be used without the indefinite determiner. So, witheesfo [43b), we can
say/a piece of a bus/ butthen/piece/is no longer a classifier.

Notice that there is a distinction between a denotation ithdivisible into
like parts and one that is not, and a language that makesiaatish between
the two. To the extent that the distinction between mass andtexists in the
real world, it cannot be denied to exist by any other languagean only be
ignored. It is the same as gender distinctions: for someuiages they are not
morphologically relevant, but the division into variougess, or other classes can
usually be represented one way or another.

Let us now look at verbs. Verbs denote events, as we have Baehts are
like films. We may picture them as a sequence of scenes, lipdittelbirds on
a telefone cable. For example, scene 1 may have Paul 10 fegtfeom some
squirrel; scene 2 sees Paul being 8 feet away from the sljscene 3 sees Paul
just 6 feet away from the squirrel; and so on, until he is finalyht next to it,
ready to eat it. Assume that the squirrel is not moving atHflis sequence can
then be summarized by saying:

(436) Paul is attacking the squirrel.
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Similarly, in scene 1 someone is behind a blank paper. Ines2ehe has drawn a
small line, in scene 3 a fragment of a circle. From scene toesti@s fragment of
a circle grows, until in the last scene you see a completéeciou may say

(437) He has drawn a circle.

While you are watching the film, you can say
(438) He is drawing.

Or you can say

(439) He is spreading ink on the paper.

Allthese are legitimate ways of describing what is or wasigan. Unfortunately,
the director has decided to cut a few of the scenes at the endie$iow have a
different film. Now we are not in a position to truthfully utter@3n the basis
of the film any more. This is because even though what thabpdbegan to

draw looks like the beginning of a circle, that circle mayuatly never have been
completed. Notice that the situation is quite like the onerehwe stop watching
the movie: we are witnessing part of the story and guess wisatdst is like,

but the circle may not get completed. HowevEr, {438) andl 488 still fine no

matter what really happens. Even if the director cuts pdrteebeginning, still

@38) and[(439) are fine. No matter how short the film is and nibenavhat really

happen thereafter: the description is adequate.

This is the same situation as before with the nouns. Cergsergtions can
be applied also to subparts of the film, others cannot. Thesetg that can be
divided are calledatelic; the others beingelic. This is the accepted view. One
should note though that by definition, a telic event is one¢ émals in a certain
state, without which the event would not be the same. In otlweds: if we cut
out parts of the beginning, that would not hurt. But if we @balt parts of the
end, that would make aflierence. An example is the following.

(440)  John went to the station.
Here, it does not matter so much where John starts out frolangst was some-

where away from the station. We can cut parts of the beginoifitige film, still it
is a film about John’s going to the station. Telic events arectied towards a goal
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(that gave them their name; in Ancient Greek, ‘telos’ mego#al’.). However, as
it appears, the majority of nondivisible events are telidifierent one is

(441) John wrote a novel.

Here, cutting out parts of the film anywhere will result in rmak (441) false,
because John did not write the novel in its entirety.

Now, how do we test for divisibility£ atelicity)? The standard test is to see
whether/for an hour/ is appropriate as opposed iin an hour/. Divisible
events can occur witffor an hour/, but not with/in an hour/. With indivis-
ible events it is the other way around.

(442) John wrote a novel in an hour.
(443) “John wrote a novel for an hour.
(444) “John was writing in an hour.
(445) John was writing for an hour.

So, divisible events can be distinguished from nondivesilents. However, let
us see if we can make the parallel even closer. We have sdithtss terms are
divisible. But suppose also this: if you pour a little wateto your glass, and then
again a little bit, as a result you still have water. You carsay you have two
water(s). You can only say this if, say, you have two glas$egater, so the bits
of water are separated. (Actually, with water this still sdsiodd, but water in the
sense of rivers allow this use.) Also, it does not make semd&vide your portion
of water in any way and say that you have two pieces of wateour glasses.
Likewise, suppose that John is running from 1 to 2pm and frpom g 3pm and
did not at all stop—we would not say that he ran twice. The @ssf running
stretches along the longest interval of time as it possiéty dhere is one process
only, just as there is water in your glass, without any bompndBhe glass defines
the boundary of water; so if you put another glass of watet tex, there are
now two glasses of water. And if John is running from 1 to 2prd #ren from
3 to 4pm, he ran twice; there are now two processes of runbecguse he did
stop in between. The existence of a boundary between thirgygeats determines
whether what we have is one or two or several of them.
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Putting It All Together

Having taken a closer look at phonology, morphology, symtas semantics, we
shall revisit the big picture of the first lecture. We saidtttieere is one oper-
ation, called ‘merge’ and that it operates on all of these feuels at the same
time. However, we had to make concessions to the way we centie levels
themselves. For example, we argued that the English pasg tearker was [d],
but that it gets modified in a predictable way to [t] ed]. Thus we were led to
posit two levels: deep phonological and surface phonoldgvel. Likewise we
have posited a deep syntactic level and a surface levet (afteement has taken
place), and there is also a deep morphological level andfaceumorphological
level. This throws us into a dilemma: we can apply the morpbickl rules only
after we have the surface syntactical representation,usectne latter reorders
the lexical elements. Likewise, the deep phonologicalesgntation becomes ap-
parent only after we have computed the surface morpholbfpoa. Thus, the
parallel model gives way to a sequential model, which has beleocated for by
Igor Mel’€uk (in his Meaning-to-Text theory). In this model, the lesvare not
parallel, they are ordered sequentially. We speak by osgamfirst the semantic
representation, then the words on the basis of that repgegg@nand the syntac-
tic rules, then the morphological representation on theshafsthe lexical, and
the phonological on the basis of the morphological reprisiem. Listening and
understanding involves the converse sequence.

The paradigm of generative grammar is stitfeient. Generative grammar as-
sumes a generative process which is basically indepentlattioe levels. It runs
by itself, but it interfaces with the phonology and the megrat certain points.
The transformations are not taken to be operations thatctwally executed, but
are ways to organize syntactic (and linguistic) knowlediges makes the empir-
ical assessment of this theory veryfault, because it is dicult to say what sort
of evidence is evidence for or against this model.

There are also other models of syntax. These try to elimithetalistinction
between deep and surface structure. For example, in GPS@uéstion words
are generated directly in sentence initial position, treneply is no underlying
structure that puts the object first right adjacent to thé #iemm which it is moved
to the beginning of the sentence. It is put into sentencelmosition right away.
Other grammars insist on special alignment rules.

There are probably as many theories as there are linguistise\vi@n though
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the discussion surrounding the architecture of lingussias been much in fash-
ion in the last decades, some problems still remain that dseaare with most
theories. We mention just one very irritating fact. We hasersthat Malay uses
reduplication for the plural. If that is so then first of alletiplural sign has no
substance: there is no actual string that signals the plikal the Englishys/).
What signals the plural is the reduplication. This is a fiorch that sends a string
X into that string concatenated with itself in the followingyv

(446) p(X) :=x-"X

Thus, p(kerani) = kerani-kerani. This function does not care whether the
input string is an actual word of Malay. It could be anythifgut it is this func-
tion which is the phonology of the plural sign. This means amomhgiothat the
phonological representation of signs must be very comiglctd the story of par-
allelism is to be upheld (recall the plural ouse/ with a floating segment). We
have to postulate signs whose phonology is not a string bunetibn on strings.
Unfortunately, no other theory can do better here if that lmtwMalay is like.
Thus, the door has to be opened: there is more to the opeattiorerge than
concatenating strings. If that is so, we can try the sameyfiotax; there is more
to syntax than concatenating constituents. It has beemetathat Chinese has a
construction that duplicates entire constituents. Evehaf story is not exactly
true, the news is irritating. It means that entire constits@re there just to convey
a single piece of meaning (here: that the sentence is a qogsti

But we need not go that far. Lots of languages in Europe haxeeagent of
one sort or another. English still has number agreemenéxample, between the
demonstrative and the NPPthis flag/ versus/these flags/), and with the
verb. The agreement is completely formal. One gayiese troops/ and not
/this troops/, even though one does sgyhis army/. However, the number
that the demonstrative carries is semantically dependetii@ noun: if the lat-
ter carries plural meaning, then the whole is plural, othewot. The semantic
contribution of ‘these’ is not plural irrespective of whetlthe noun actually spec-
ifies plural meaning. Take ‘guts’, whose meaning may be dardike ‘courage’.
Unfortunately, it cannot really be combined with a demamtste. (Otherwise we
would expecythose guts/, and certainly nofthat guts/.) A better example
is Latin/litterae/ ‘letter’ (which you write to a friend), a morphological phlr
derived from/littera/ ‘the letter’ in the sense of ‘the letter A. The letter you
write is a single object, though it is composed from many alydtic letters. It con-
trols plural agreement in any event. Now, if the plural maple appears many
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times in the sentence, but only once is it allowed to carrygtlmeaning—what

are we to do with the rest of them? The puzzle has been notegiooally, and

again several solutions have been tried. Harris speakssuiadtéred morpheme’,
he thought they are just one element, distributed (‘scadtiover many places.
The same intuition seems to drive generative grammar, leudelmantics is never
clearly spelled out.



Language Families and History of Languages

It is clear even to an untrained person that certain langs)age Ital-
ian and Spanish, must somehow be related. Careful analgsiss:
tablished relationships between languages beyond doubhgdiage
Indo-European has been proposed and argued that it is tlestanc
of about half of the languages spoken in Europe and many nibee.
study of the history of language tries to answer (at leastim) pne
of the deepest questions of mankind: where do we come from?

Today, linguistics focuses on the mental state of speaketdiaw they come to
learn language. To large parts, the investigation dismaisgmut that comes from
an area of linguistics that was once dominant: historicajdistics. The latter is
the study of the history and development of languages. Tots af historical lin-
guistics go as far back as the late 17th century when it wasreed that English,
German, Dutch as well as other languages shared a lot of canfeatures, and

it was quickly observed that one could postulate somethirrganguage that ex-
isted a long time ago, calle@ermanic, from which these languages developed.
To see the evidence, let us look at a few words in these lamguag

English | Dutch German

bring |brengen [brenon]|bringen [brinon]
sleep |slapen [slapn] | schlafen [flafon]
ship schip [sxip] Schiff [[1f]
sister | zuster [zyster] | Schwester [[weste]
good goed [Xut] gut [gut]

(447)

This list can be made longer. It turns out that the correspooeés are to a large
degree systematic. It can be observed that for example wdrdl i[p] in Dutch
and English corresponds to German [pf], that initial [s] dees [] before [t]
and [p]. And so on. This has lead to two things: the postutatiba language
(of which we have no record!), calle@ermanic, a set of words together with
morphology and syntax for this language, and a set of ruleshwdhow how the
language developed into its daughter languages. In themirease, the fact that
Dutch [p] corresponds to German [pf] is explained by the faat Germanic (not
to be confused with German) had a soupd(the star indicates reconstruction,
not that the sound is illegitimate). This sound developeddwitially into [p] in
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Dutch and into [pf] in German. This is calledsaund law. We may write it in the
same way as we did in phonology:

(448) ‘p-op/#H___ Dutch
(449) "popf/#_ German

Often one simply writesp > pf for the sound change. The similarity is not
accidental; in the case of phonological rules they werertaenean a sequential
process, a development from a sound to another in an envaonrHdere a similar
interpretation is implied, only that the time span in whibfstis supposed to have
taken place is much longer, approximately two thousandsyear

The list of Germanic languages is long. Apart from the onss ljgted also
Danish, Swedish, Norwegian, Faroese, Icelandic, Frigig@zothic belong there.
Gothic is interesting because it is a language of which we tiave written
records, we do not know exactly how it was spoken.

As with the Germanic languages, similarities can be obsdreéwveen French,
Spanish, Italian, Rumanian and Portuguese. In fact, aktlknguages come from
a language which we know very well: Latin. The developmeritaifn into these
languages is well documented in comparison with otherss iBimportant, since
it allows to assert the existence of a parent language antjekavith certainty,
whereas in most cases the parent language has to be coadftinoch the daughter
languages. This is so, for example, wiileltic, from which descended Gaelic,
Irish, Welsh, and Breton. Cornish and Manx are also Celtit,of@came extinct
in the 19th century. Another Celtic language, Gaulish, wasken in the whole
of France, but it was completely superseded by Latin. We hes@ds of Gaulish
only in names of people and places. For example, we know oGtadish king
Vercingetorix through the writings of Caesar. The name iki€name for sure.

Throughout the 19th century it became apparent that thersianilarities not
only between the languages just discussed, but also bet@eenanic, Latin,
Greek, Celtic, Sanskrit, Old Persian, Armenian, Slavithlianian, and Tochar-
lan. It was proposed that all these languages (and theirhtiexsy of course)
descend form a single language callado-European. When people made ex-
cavations in Anatolia in the 1920s and found remains of tditit was recognised
that also Hittite belongs to this group of languages. Duthgglast 200 years a
lot of effort has been spent in reconstructing the sound structungghualmgy and
syntax of Indo-European, to find out about the culture angtbahd the ancient
homeland of the Indo-Europeans.



Lecture 19: Language Families and History of Languages 173

The time frame is roughly this: the Indo-European languagelieved to have
been spoken up to the 3rd millennium BC. Some equate the Hwlopeans with
people that lived in the region of the Balkan and the Ukrami&e 5th millennium
BC, some believe they originate further north in Russiago#guate them with
the Kurgan culture, 4400-2900 BC, in the south of Russiar(fheaCaspian sea).
From there they are believed to have spread into the Indiboosiinent, Persia
and large parts of Europe. The first to arrive in central Earapd Britain were
the Celts who established a large empire only to be toppethdyRbomans and
later by the Germans.

How the Language Looked Like

The sounds are believed to be these. Consonants are

unaspirated aspirated
voiceless voiced voiceless voiced
velar *k g *kh *gh
(450) palatal “k “9 *kh *gh
apico-dental “t *d *th *dh
labial P *b *ph *bh

Other people assume instead of the palatals a series o¥é&hie (k", *g", *k"h,
*g“h). The ditference is from an abstract point of view irrelevant (we dokmaiwv
anyway how they were exactly pronounced...) but it makesitesound changes
more likely. Another set i8y, *w, *r, *l, “m and*n, which could be either syllabic
or non-syllabic. Syllabicy was roughly [i], nonsyllabicy was [j]. Likewise,
syllabic *w was [u], nonsyllabicw was [w]. The nonsyllabicr was perhaps
trilled, nonsyllabic'm and*n were like [m] and [n]. Syllabicl was written |
similarly mand n The vowels weréi (= syllabic*y), *e,*a, "0 and*u (= syllabic
*W).

Here are some examples of roots and their correspondengesidns Indo-
European languages:

*wlk'os ‘wolf’. In Latin we find /1upus/, in Greek/lykos/, in Sanskrit
/vrkah/, Lithuaniarnyvilkas/, in Germanic/wulfaz/, from which Englishwol £/,
and Germariiiol £/ [wolf].

*dekm‘ten’. In Sanskrit/dasa/, Latin /decem/, pronounced [ekem] or even
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[dekg], with nasalized vowel, in Greeldeka/, Germanic'/tehun/, from which
Gothic/taihun/, Germanzehn [tse:n], and Englislten,.

Here is an example of verbal conjugation. Indo-Europearlieved to have
had not only singular and plural but also a dual (for two). Tl was lost in
Latin, but retained in Greek and Sanskrit. The rodbiser ‘to carry’.

Sanskrit Greek Latin
bhar-a-mi pher-o0 fer-o
bhar-a-si pher-eis fer-s
bhar-a-ti pher-ei fer-t
bhar-a-vah - -

h pher-e-ton -
bhar-a-tah pher-e-ton -
bhar-a-mah pher-o-mes fer-i-mus
bhar-a-tha pher-e-te fer-tis
bhar-a-nti pher-o-nti fer-u-nt

PI
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To be exact, although Latiffero/ has the same meaning, it is considered to
belong to another inflectional paradigm, because it doehawt the vowel ‘7'.

In Attic and Doric Greek, the 1st plural washeromen/. Thus, there has been a
variation in the endings.

The verb*bher is also found in English in the veftring/ (often, root vowels
become weak, giving rise in the case'efto a so-called ‘zero’-graddhr).

How Do We Know?

The reconstruction of a language when it is no longer theadifficult task. One
distinguishes two methods: comparison between languagdghe other internal
reconstruction. The latter is applied in absence of comparavidence. One
observes certain irregularities in the language and pegpasolution in terms of
a possible development of the language. It is observedxomeple, that irregular
inflection is older than regular inflection. For example, mglsh there are plurals
in /en/ (/Joxen/, /vixen/) and plurals in vowel changg¢wpomen/, /mice/). These
are predicted by internal reconstruction to reflect an easliate of the language
where plural was formed by addition &/ and vowel change, and that the plural
/s/ was a later development. This seems to be the case. Likethisenethod
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predicts that the comparative in English was once formedgyeir/ and/est/,
but at some point got replaced by forms involvifgre/ and/most/. In both
cases, German reflects the earlier stage of English. Ndtiatethe reasoning is
applied to English as it presents itself to us now. The chasgeojected from
present day English. But how can we ascertain that we ar&?righ

First and foremost, there are written documents. We hawslatons of the
bible into numerous languages (including medieval GearggaCaucasian lan-
guage)), and we have an Old English bible (King Alfred’s g)bland a Gothic
bible, for example. Latin and Greek literature has beengmvesl to this day
thanks to the #ort of thousands of monks in the monasteries (copying wasya ve
honorable and time consuming task in those days). Also démguages have
been preserved, among which Avestan, Sanskrit and Hitiitét¢n mostly in
cuneiform). The other languages got written down from thdyeaiddle ages
onwards, mostly in the form of biblical texts and legal doems. Now, this pro-
vides us with the written language, but it does not tell us tlosy were spoken.
In the case of Hittite the problem is very obvious: the wgtsystem was totally
different from ours and it had to be discovered how it was to be ire@dSanskrit
we know from the writings of the linguists of those days, agevhich Pami
(500 BC) is probably one of the latest, how the language wakesp This is be-
cause we have explicit descriptions from them of how the dsuwvere produced.
For Latin and Greek matters are less easy. The Greeks, forme&adid not real-
ize the distinction between voiced and voiceless consar{érmgy knew they were
different but couldn’t say what theftkrence was). In the middle ages all learned
people spoke Latin, but the Latin they spoke was vefjedent from classical
Latin, both in vocabulary and pronunciation. By that timepple did not know
how things were pronounced in the classical timedirst century BC). So how
comeweknow?

One answer is: for example through mistakes people make whing Latin.
Inscriptions in Pompeii and other sites give telling exaesplOne specific exam-
ple is the fact thatw/ after vowels was either completely lost or just nasalized th
preceding vowel. One infers this from the fact that thereiaseriptions where
one findgponte/ in place of what should have befgonten/. People who made
the mistakes simply couldn’t hear theffédgrence. (Which is not to say that there
is none; only that it was too small to be noticeable.) Alsoyense dating from
that time the endings in vowel plys/ counted as nonexistent for the metre. (This
in turn we know for sure because we know what the metre wasi3 i$tstrong
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evidence that already in classical times the fifmglwas not pronounced. The
next method is through looking at borrowings into other laexges. The name
/Caesar/ (and the title that derived from it) was borrowed into manygaages,
and appears in the form gkaiser/ in German, taken from Gothitkaisar/,
and/césar/ [seza:r] in French. So, at the time the Goths borrowed the woed th
letter/c/ it was pronounced [K]. And since French descends from Lagmwist
conclude that the Gothic borrowing is older. Moreover, ¢hemrs a diphthong.
The diphthong was the first to disappear, becoming plain [erfjgand then [K]
changed into [s] in French andtin Italian and Rumanian. A third source is
the alphabet itself. The Romans did not distingyighfrom /u/. They wrote/v/
regardless. This shows that the two were not felt to be distihis unlikely that
/v/ was pronounced [v] (as in Englighase/). Rather, it was originally a bilabial
approximant (the nonsyllabiev mentioned above), which became a labiodental
fricative only later.

Historical explanations are usually based on a lot of kndgd#e Languages
consist of tens of thousands of words, but most of them arend@enous words.
Many words that we use in the scientific context, for exampdene from Latin
andor Greek. Moreover, they have been borrowed from these gegiat any
moment in time. The linguistic terminologyphoneme/, /1exeme/) is a telling
example. These words have been artificially created froneksseurce words.
Learned words have to be discarded. Another problem is thedsachange their
meaning in addition to their form. An example is Gernisehlimm/ ‘bad’, which
originally meant ‘inclined’. Or the worgvergammeln/ ‘to rot’, which is from
Scandinavianigamall/ ‘old’. English /but/ derives from a spatial preposition,
which is still found in Dutchbuiten/ ‘outside’. From there it took more abstract
meanings, until the spatial meaning was completely losthdt is so, we have
to be very cautious. If meanings would be constant, we coailyetrack words
back in time; we just had to look at words in the related laggsathat had the
same meaning. But if also the meaning can change—what are hvek out for?
Linguists have put a lot offfort into determining in which ways the meanings of
words can go and which meanings are more stable than others.

Two Examples Among Many

As an example of the beauty and danger of historical lingusistve give the
history of two words.
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The first example shows that once we know of the rules, thamelsaces
become very striking. The English woydhoose/ has relatives in Dutch and
German. If we look at the verbs that these languages normaby we might
et disappointed: the Dutch word fkiezen/, and the German isvdhlen/. The
relation between Dutch and the English are easier seen.nbiise that the Dutch
verb has a PPRjekozen/ ‘chosen’, which has thgo/ in place of the/ie/. The
change from [e] to [0], called\blaut, is widely attested in the Indo-European
languages. Now, [K] often becomeg][before either [e] or [i] (like Latin [ke]
became [f in Italian, often with loss of/e/ in pronunciation). However, this
change occurred in English only, not in Dutch. However, vilelstve to see why
it could occur in English. The Old English word in fact wagosan/. (When no
star appears that means that we have written records.) Tmeipciation of/c/
changed and incorporated th, and the infinitive ending got lost like with other
verbs. The German case seems hopeless. Ir/faitt] en/ doesnot come from a
related root. However, in German we do find a vérbesen/ in similar meaning,
although it is now no longer in use. Strangely enough, thé&® Bf the verb
/auserkiesen/ (two prefixes addedaus/ and/er/) is still in use:/auserkoren/
‘chosen’. Notice that the ablaut is the same as is Dutch, lwimcidentally also
uses the circumfixge- -en/ as does German. Finally, in German the PPP has
/xr/ in place of/s/ (which would be pronounced [z]). The change frgsnto /x/
in between vowels (called ‘rhotacism’) is a popular chanigatin has plenty of
examples of this.

Now, the root from which all this derives is believed to be @anic*/keusa/
‘to try out, choose’. Once we have progressed this far, otveds come into
sight: Latin/gustare/ ‘to taste’ (from which via French English gatisgusting/),
Greek/geuomai/ ‘I taste’, Sanskrit/jusati/ ‘he likes’, Old Irish/do-goa/ ‘to
choose’. From this the rootgeus/ ‘to choose’ has been reconstructed. The Latin
word presents the zero-gradgus/. In West Germanic we havikuzi/ ‘vote,
choice’. But beware: Frenclthoisir/ doesnot come from Latin—there is no
way to explain this with known sound laws. For example, itreatrnbe derived
from /gustare/, known sound laws predi¢yotter/, and this is what we find.
Instead it was taken from—Gothic! Indeed, French has takanwords from
Germanic, being occupigdhabited in large parts by Germanic tribes. The name
/France/ itself derives from the name of a trib&rankon/.

With respect to Dutch and German the reconstruction is Hgtaasy, since
the languages split around the 17th century. Certain d&@fctNorth Germany
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still have [p] where others have [pf]. It often happens thatard is not attested
in all languages. For example, Engliglorse/ corresponds to Dutcipaard/ and
GermarnP£ferd/, with same meaning. The sound laws allow to asser{thatrd/
and/Pferd/ descend from the same word, but for Englisbrse/ this is highly
implausible. There is a German woy8pss/ ‘horse’, and a Dutcliros/, which
sound quite similar, but they are far less frequent. What axeho explain is
why the words are dlierent. Now, we are lucky to have source confirming that the
word was sometimes spghiros/ sometimegros/ in Old German. In Icelandic,

it is still /hross/. The loss ofh/ before/r/ is attested also in other cases, like the
word /ring/. But the change happened in English, too, and the only reabgn
the/h/ was preserved ifhorse/ is that the/r/ changed places with/.

Finally, where did Dutch and German get their words from?hBedrds come
from the same source, but it is not Germanic, it is Medievain @araveredus/,
which in turn is/para/ + /veredus/. /para/ comes from Greek (}Jpara/ ‘aside’,
and /veredus/ is Celtic. In Kymric there is a wordgorwydd/ ‘horse’. So,
/paraveredus/ had a more special meaning: it was the horse that was running
on the side (to replace the one that one is riding on when st tiyetd). The Indo-
European root that has been constructédhk8os. Latin/equus/, Greek/hippos/
and Sanskritasvah/. Had we not known that the Latin word/isquus/, we would
have had to guess from Frengtheval/ and Spanisicaballo/.

Thus, roots do not survive everywhere. Words get borrowbdnged, re-
turned and so on. There are not too many roots that are attestdl languages,
mostly kinship terms, personal pronouns and numbers.

Other Language Families

In addition to Indo-European, there is another languagelyaim Europe: the
Uralic language family. The languages that are said to belong tdahaly are
Finnish, Estonian, Lappish, Hungarian and a number of tdss@vn languages
spoken in the north of Russia. Théikation of Hungarian is nowadays not dis-
puted, but in the 19th century it was believed to be relateButiish. Unfortu-
nately, the written records of these languages are at m@gt yi€ars old, and the
similarities are not always that great. Finnish, Estoniath Bappish can be seen
to be related, but Hungarian is very mucltfeiient. This may have to do with
the fact that it was under heavy influence from Slavic, TurKibe Turks occu-
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pied Hungary for a long time) and Germanic (not the leastugihothe Habsburg
monarchy).

The dfiliation of Basque is unknown.

Other recognized language families agemitic (including Hebrew, Ethiopic,
Ambharic, Aramaic and Arabic)ltaic (Turkish, Tatar, Tungus and Mongolian),
Dravidian (spoken in the south of India: Tamil, Telugu, Kannada andaytal
alam), Austronesian (Malay, Indonesian, Malagassy, languages spoken on Ma-
cronesia, Micronesia and Polynesi&gkimo-Aleut (Inuit (= Eskimo), indige-
nous languages spoken in Canada, Greenland, WesternaSipetrithe Aleut Is-
lands). The list is not complete. Sometimes languages angpgd together be-
cause itis believed that they are related, but relatiorssdnip actually hard to come
by. This is the case with th€aucasianlanguages (Georgian and many others).
It is believed that the people who live there have not movedéweral millenia.
This has given rise to a dazzling number of quite distincjleages in a relatively
small area in and around the southern part of the Caucasiantains.

Probing Deeper in Time

It has been tried to probe deeper into the history of manki@de way to do
this is to classify people along genetic relations (a langgegt with this aim has
been led by Cavalli-Sforza), another has been to estalaligeid groupings among
the languages. Although genetic relationships need noicm® with language
relationships, the two are to a large degree identical. Tymotheses are being
investigated starting from Indo-European. Joseph Gregnm®posed a macro-
family calledEurasiatic, which includes Indo-European, Uralic, Altaic, Eskimo-
Aleut, Korean, Japanese and Ainu (spoken in the north ofn)agoad Chukchi-
Kamchatkan. It has been suggested on the other hand by Ruisgjaists that
there is an even larger macrofamily callsdstratic, which originally was be-
lieved to include all Eurasiatic families, Afro-Asiaticp@nning north Africa in-
cluding Semitic), Dravidian and Kartvelias (Caucasian). Greenberg did not re-
ject the existence of Nostratic but wanted to put it everhi&rback in history, as
a language which developed among other into Eurasiaticebar, the position
of modern Nostraticists has come closer to that of Greerdeigns. At a larger
scale there are believed to be twelve such macrofamiliesisnworld, all ulti-
mately coming from a single language ... Examples of wordtsdhe believed to
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have been passed to us by the single ancestor language &rma/ ‘water’, /tik/
‘finger’, and/pal/ ‘two’. This is highly speculative, but the evidence for Esira
atic (or even Nostratic) is not as poor as one might think. @am elements in
Eurasiatic are for example: first persomipsecond person ityn. Greenberg has
collected a list of some 250 words or elements that are bediev be of Eurasiatic
origin.
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