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Introduction

• I will present a tractable unsupervised batch learning

algorithm which successfully learns the class of attested

unbounded stress systems (Stowell 1979, Hayes 1981, Halle

and Vergnaud 1987, Hayes 1995, Bailey 1995, Walker 2000,

Bakovic 2004).

• The algorithm uses only:

– a formalized notion of locality

– and no Optimality-theoretic (OT) constraints (Prince and

Smolensky 1993, 2004).
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Learning in phonology

Learning in Optimality Theory (Tesar 1995, Boersma 1997,

Tesar 1998, Tesar and Smolensky 1998, Hayes 1999, Boersma and

Hayes 2001, Lin 2002, Pater and Tessier 2003, Pater 2004, Prince

and Tesar 2004, Hayes 2004, Riggle 2004, Alderete et al. 2005,

Merchant and Tesar to appear, Wilson 2006, Riggle 2006, Tessier

2006)

Learning in Principles and Parameters (Wexler and Culicover

1980, Dresher and Kaye 1990)

Learning Phonological Rules (Gildea and Jurafsky 1996, Albright

and Hayes 2002, 2003)

Learning Phonotactics (Ellison 1992, Goldsmith 1994, Frisch 1996,

Coleman and Pierrehumbert 1997, Frisch et al. 2004, Albright

2006, Goldsmith 2006, Heinz 2006a,b, Hayes and Wilson 2006)
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The Learning Model

Grammar G

Language
of G

Sample

Grammar G2

Learner

• What is Learner such that G = G2?

Introduction 4



Premise

• We can study how learning or generalization occurs by isolating

factors which play a role in the learning process.

• What are some of the relevant factors for phonotactic learning?

1. Social factors: ‘the charismatic child’, . . .

2. Phonetic factors: Articulatory, perceptual processes, . . .

3. Similarity, locality, . . .

• We should ask: How can any one particular factor benefit learning

(in some domain)?
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Locality in Phonology

• “Consider first the role of counting in grammar. How long may a

count run? General considerations of locality, . . . suggest that the

answer is probably ‘up to two’: a rule may fix on one specified

element and examine a structurally adjacent element and no

other.” (McCarthy and Prince 1986:1)

• “. . . the well-established generalization that linguistic rules do not

count beyond two . . . ” (Kenstowicz 1994:597)

• “. . . it was felt that phonological processes are essentially local and

that all cases of nonlocality should derive from universal properties

of rule application” (Halle and Vergnaud 1987:ix)
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Locality and Learning

• How can this “well-established generalization” be formalized

to benefit learning?
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Unbounded Stress Systems

• Unbounded stress systems are sensitive to syllable weight

and place no limits on the distances between stress and the

word boundary.

• Hayes (1995) describes four basic types of attested

unbounded systems.

– Leftmost Heavy otherwise Leftmost (LHOL)

– Leftmost Heavy otherwise Rightmost (LHOR)

– Rightmost Heavy otherwise Leftmost (RHOL)

– Rightmost Heavy otherwise Rightmos (RHOR)
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Unbounded Stress Systems

• Bailey’s (1995) database gives 22 variations of these basic types.

Name Stress Priority Code Notes

LHOL 1. Amele 12..89/1L
2. Murik 12..89/1L max 1 hvy/word
3. Serbo, Croatian 12..89/1L at least 1 hvy/word
4. Maori 12..89/12..89/1L
5. Kashmiri 12..78/12..78/1L
6. Mongolian, Khalkha 12..89/2L

LHOR 7. Komi 12..89/9L

RHOL 8. Buriat 23..891/9R
9. Cheremis, Eastern 23..89/9R optional 1R

10. Nubian, Dongolese 23..89/9R
11. Chuvash 12..89/9R
12. Arabic, Classical 1/23..89/9R

RHOR 13. Golin 12..89/1R
14. Mayan, Aguacatec 12..89/1R max 1 hvy/word
15. Cheremis, Mountain 23..89/2R words w/no hvys lex
16. Cheremis, Western 23..89/2R
17. Seneca 23..89@s@w2/0R
18. Sindhi 23..891/2R
19. Cheremis, Meadow 1/23..891/1R
20. Hindi (per Kelkar) 23..891/23..891/2R
21. Klamath 12..89/23/3R
22. Mam 12..89/12..89/12/2R
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Example: Leftmost Heavy otherwise
Rightmost

• Komi (Hayes 1995, Itkonen 1955, Lytkin 1961) is a language

with the ‘Leftmost Heavy Otherwise Rightmost’ pattern.

Rule: Stress the heavy syllable closest to the left edge. If there is

no heavy syllable, stress the rightmost syllable.

Ex: 1. H1 H0 H0

2. L0 L0 H1 L0 L0

3. L0 L0 L0 H1

4. L0 L0 L0 L1

Key: H-Heavy, L-Light, 0-No stress, 1-Primary stress
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Example: Leftmost Heavy otherwise
Rightmost

• How can we represent stress rules in the Grammar G?

Grammar G

Language
of G

Sample

Grammar G2

Learner
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Finite state acceptors as phonotactic
grammars

• They accept or reject words. So it meets the minimum

requirement for a phonotactic grammar– a device that at

least answers Yes or No when asked if some word is possible

(Chomsky and Halle 1968, Halle 1978).

• They can be related to finite state OT models, which allow us to

compute a phonotactic finite state acceptor (Riggle 2004), which

becomes the target grammar for the learner.

• The grammars are well-defined and can be manipulated (Hopcroft

et al. 2001). (See also Johnson (1972), Kaplan and Kay (1981,

1994), Ellison (1992), Eisner (1997), Albro (1998, 2005), Karttunen

(1998), Riggle (2004), Karttunen (2006) for finite-state approaches

to phonology.)
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Leftmost Heavy otherwise Rightmost

0

L0

2H1

1

L1

H0
L0

• Note that the grammar above recognizes an infinite number

of legal words, just like the generative grammars of earlier

researchers.

• Also note that if the (different) OT analyses of the LHOR

pattern given in Walker (2000) and Bakovic (2004) were

encoded in finite-state OT, Riggles (2004) algorithm yields

the (same) phonotactic acceptor above.
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Leftmost Heavy otherwise Rightmost

0

L0

2H1

1

L1

H0
L0

• How can this finite state acceptor be learned from a finite list

of LHOR words?

H1 L1 H1 L0 H1 H0 L0 H1

L0 L1 H1 L0 L0 H1 L0 H0 H1 H0 L0 H1 H0 H0
L0 H1 L0 L0 H1 H0 L0 L0 L1 L0 L0 H1 L0 H1 L0 L0
L0 H1 L0 H0 H1 L0 L0 L0 H1 L0 L0 H0 H1 H0 L0 L0 H1 H0 L0 H0
L0 H1 H0 L0 L0 H1 H0 H0 H1 L0 H0 L0 H1 L0 H0 H0 H1 H0 H0 L0
H1 H0 H0 H0 L0 L0 H1 L0 L0 L0 H1 H0 L0 L0 L0 L1 L0 L0 L0 H1
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Overview of the Learner

• I will describe a simpler version of the learner first, and then

describe the actual learner used in this study.

• The learner works in two stages (Cf. Angluin (1982)):

1. Build a structured representation of the input–

construct a ‘prefix’ tree

2. Merge states which have the same local phonological

environment– ‘the neighborhood’
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The prefix tree for LHOR
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L0
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L0

H1
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L1
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31
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28
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16
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33
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26
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24

L0

2
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H1

9

L1

19 30

H0
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L0

18

H0
L0

15 29

H0

17

L0

12

H0

L0

1

H0

L0

0

L0

H1

8

L1

• A structured representation of the input (all thirty words of

length four syllables or less).

• It accepts only the forms that have been observed.
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State merging

• Generalize by state-merging.

– a process where two states are identified as equivalent and

then merged (i.e. combined).

• A key concept behind state merging is that transitions are

preserved (Hopcroft et al. 2001, Angluin 1982).

• This is one way in which generalizations may occur—because

the post-merged machine accepts everything the pre-merged

machine accepts, possibly more.

0 1
a

2
a

3
a

0 12
a

a

3
a
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The learner’s state merging criteria

• How does the learner decide whether two states are

equivalent in the prefix tree?

• Merge states if their local environment is the same.

• I call this environment the neighborhood. It is:

1. the set of incoming symbols to the state.

2. the set of outgoing symbols to the state.

3. whether it is a final state or not.

4. whether it is a start state or not.

• The learner merges states in the prefix tree with the same

neighborhood.
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Example of neighborhoods

• States p and q have the same neighborhood.

q

a c

db
p

a
c

d
a

b
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A section of the prefix tree enlarged

4

6L0

5H1

10

L1

3 21
H0

13

L0
2

L0

H1

9

L10

L0

• States 2 and 4 have the same neighborhood.

• So these states are merged.
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The result of merging states with the same
neighborhood

(after minimization)

0

L0

2H1

1

L1

H0
L0

• The machine above accepts

. . .H1 H0 H0, L0 H1 L0 L0, L0 L0 H1, L0 L0 L1

• The learner has acquired the unbounded stress pattern

LHOR, i.e. it has generalized exactly as desired.
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Summary of the Forward Learner

1. Builds a prefix tree of the observed words.

2. Merges states in this machine that have the same

neighborhood.
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Summary of the Forward Learner

• This learner successfully learns 17 of the 22 systems.

Name Stress Priority Code Notes FL

LHOL 1. Amele 12..89/1L X(5)
2. Murik 12..89/1L max 1 hvy/word X(4)
3. Serbo, Croatian 12..89/1L at least 1 hvy/word X(4)
4. Maori 12..89/12..89/1L X(5)
5. Kashmiri 12..78/12..78/1L ×

6. Mongolian, Khalkha 12..89/2L X(5)

LHOR 7. Komi 12..89/9L X(4)

RHOL 8. Buriat 23..891/9R ×

9. Cheremis, Eastern 23..89/9R optional 1R X(4)
10. Nubian, Dongolese 23..89/9R X(5)
11. Chuvash 12..89/9R X(4)
12. Arabic, Classical 1/23..89/9R X(4)

RHOR 13. Golin 12..89/1R X(5)
14. Mayan, Aguacatec 12..89/1R max 1 hvy/word X(4)
15. Cheremis, Mountain 23..89/2R words w/no hvys lex X(6)
16. Cheremis, Western 23..89/2R X(6)
17. Seneca 23..89@s@w2/0R X(7)
18. Sindhi 23..891/2R ×

19. Cheremis, Meadow 1/23..891/1R X(5)
20. Hindi (per Kelkar) 23..891/23..891/2R ×

21. Klamath 12..89/23/3R ×

22. Mam 12..89/12..89/12/2R X(5)
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Directionality and the Prefix Tree

• The five patterns the Forward Learner fails to learn—

Buriat, Hindi (per Kelkar), Kashmiri, Klamath, and

Sindhi— are typically analyzed as having a metrical unit at

the right word edge.

• In each case the learner overgeneralized (i.e. accepted a

language strictly larger than the target language).
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Elaborating the Forward Learner

• The learner in this study is more elaborate than the Forward

Learner.

– The generalization strategy is the same.

– But it addresses the inherent left-to-right bias in prefix

trees.

– This must be addressed since stress patterns are sensitive

to both word edges.

• Thus the few failures of the Forward Learner are attributed

not to the generalization strategy but rather to an inherent

bias of the (independent) choice of how the input is

represented.
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Suffix Trees

• If the input were represented with a suffix tree, then the

structure obtained has the reverse bias, a right-to-left bias.

6

7

L0

10

H0

5

H1

17

L0
18

H1

3 9

H0

4

L0

2 15

L0
16

L0

12 14

H0

13

L0
11

H1

1

L0

8

H0

0

L0
L1
H0

H1
9

8

H1

0

H0

7

4

L0

3

H1

6 5

H1 L0 L0

2

L1

18 17

L0
1

L0 H1
16

L1
15

L1

14

H0

13

H0

12

L0

11 10

H1 L0

Prefix Tree for Buriat Stress Suffix Tree for Buriat Stress

(all words three syllables or less)

• Notice that these two representations are not mirror images

of each other, they have different structures, though both

accept exactly the same (finite) set of words.
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The Forward-Backward Neighborhood
Learner

• The Forward-Backward Neighborhood Learner

1. Build a forward prefix tree and merge states with the same

neighborhood.

2. Build a suffix tree and merge states with the same

neighborhood.

3. Intersect these two machines to get the final grammar.

– Intersection of two acceptors A and B results in an acceptor

which only accepts words accepted by both A and B

(Hopcroft et al. 2001).
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Summary of the Forward Backward Learner

• This learner successfully learns every system.

Name Stress Priority Code Notes FBL

LHOL 1. Amele 12..89/1L X(5)
2. Murik 12..89/1L max 1 hvy/word X(4)
3. Serbo, Croatian 12..89/1L at least 1 hvy/word X(4)
4. Maori 12..89/12..89/1L X(5)
5. Kashmiri 12..78/12..78/1L X(6)
6. Mongolian, Khalkha 12..89/2L X(5)

LHOR 7. Komi 12..89/9L X(4)

RHOL 8. Buriat 23..891/9R X(5)
9. Cheremis, Eastern 23..89/9R optional 1R X(4)

10. Nubian, Dongolese 23..89/9R X(5)
11. Chuvash 12..89/9R X(4)
12. Arabic, Classical 1/23..89/9R X(4)

RHOR 13. Golin 12..89/1R X(5)
14. Mayan, Aguacatec 12..89/1R max 1 hvy/word X(4)
15. Cheremis, Mountain 23..89/2R words w/no hvys lex X(6)
16. Cheremis, Western 23..89/2R X(6)
17. Seneca 23..89@s@w2/0R X(7)
18. Sindhi 23..891/2R X(6)
19. Cheremis, Meadow 1/23..891/1R X(5)
20. Hindi (per Kelkar) 23..891/23..891/2R X(6)
21. Klamath 12..89/23/3R X(6)
22. Mam 12..89/12..89/12/2R X(5)
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Why it works: Intersection keeps robust
generalizations

• In only a prefix (suffix) tree is used then sometimes the state

merging procedure overgeneralizes.

• The Forward-Backward Learner works because it is

conservative—it keeps only the robust generalizations—those

made in both the prefix and suffix trees (see appendix).

Sample Language of
Merged Suffix Tree

Merged Prefix Tree
Language of

Language of G
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Unbounded and Quantity-Insensitive
Systems

• Quantity-insensitive (QI) stress systems as described by

Gordon (2002) are also learned by this learner (Heinz 2006b).

• QI stress systems are typically considered to be much simpler

in character than unbounded stress systems.

• Thus, it is striking that the learner succeeds for both classes,

suggesting that these two classes have something in

commmon.
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Why it works: Neighborhood-distinctness

• A language (regular set) is neighborhood-distinct iff there is

an acceptor for the language such that each state has its own

unique neighborhood.

• Every unbounded stress pattern, like every

quantity-insensitive stress pattern, is neighborhood-distinct

(this can be verified upon inspection).
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Learning Neighborhood-distinctness

• Because the learner merges states with the same

neighborhood, it learns neighborhood-distinct patterns.

• Thus, the learner is really taking advantage of a previously

unnoticed universal property of these grammars:

neighborhood-distinctness.

Neighborhood-distinctness 32



Neighborhood-Distinct Hypotheses

• The relevant phonological environment in phonotactic

learning is the neighborhood.

• All phonotactic patterns are neighborhood-distinct.
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Example of a non-neighborhood-distinct
language: a∗bbba∗

0

a

1
b

2
b

3
b

a

• It is not possible to build an acceptor for a language

requiring words to have exactly three identical adjacent

elements because there will always be two states with the

same neighborhoods.
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Consequences of Neighborhood-distinctness
for the typology of stress

• Consequently, binary, ternary, and—as we have

seen—unbounded systems can be learned by neighborhood

learning, but not higher n-ary stress systems.

– Example: 4-ary: 1, 10, 100, 1000, 10002, 100020, 1000200,

10002000, 100020002, . . .

• The learner fails here because it cannot in some sense “count

beyond two.”
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N-gram models

• In this respect, this learner compares favorably to n-gram

models:

1. N-gram models cannot learn unbounded stress patterns

unless they operate on tiers distinguished by syllable

weight (e.g. a heavy syllable tier).

2. A 4-gram model is needed to learn antepenultimate stress

patterns, but 4-gram models also admit patterns with

4-syllable sized feet.
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Comparisons to other theories

• Some ways the prohibition of three adjacent unstressed

syllables in bounded systems is explained:

1. Only one ‘stray’ syllable may occur between binary feet

(Hayes 1995).

2. *ExtendedLapse (Gordon 2002).

• Why binary feet and ‘stray’ syllables, or why just one ‘stray’

syllable? And why not *EvenMoreExtendedLapse?

– The answers to these questions fall out from

neighborhood-distinctness.
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Neighborhood-distinctness

• It is an abstract notion of locality.

• It is novel.

• It serves as a strategy for learning by limiting the kinds of

generalizations that can be made (e.g. cannot distinguish

‘three’ from ‘more than two’)

• It places real limits on typology: only finitely many

languages are neighborhood-distinct (since there are only

finitely many neighborhoods given some alphabet).
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Unlearnable stress patterns

• It was discovered that if secondary stress is excluded from

the grammars of Klamath (Barker 1963, 1964, Hammond

1986, Hayes 1995) and Seneca (Chafe 1977, Stowell 1979,

Prince 1983, Hayes 1995), then the Forward Backward

Neighborhood Learner fails to learn these grammars.

• It fails because, in the actual grammars of Klamath and

Seneca, the presence of secondary stress distinguishes the

neighborhoods of certain states.

• Removing secondary stress causes the patterns to no longer

be neighborhood-distinct and hence unlearnable.
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Open Questions

• Do human learners behave similarly?
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Learnable unnatural patterns

• There are stress patterns that can be learned by

neighborhood learning which are not considered natural by

phonotactics.

1. Leftmost Light otherwise Rightmost.

2. A stress pattern requiring both lapses and clashes.

3. A stress pattern where all syllables have primary stress.
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Locality is but one factor in learning

• It is restrictive: it approximates the attested stress systems

in an interesting way.

• This work belongs to a larger research program which is to

identify and isolate properties of natural language which are

helpful to learning.

• We should ask: What other properties exist

1. which better approximate the class of possible stress

systems?

2. and which might assist learning?
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Conclusions I

1. Every attested unbounded stress pattern as described by

Bailey (1995), like the attested QI stress systems as described

by Gordon (2002), can be learned by the above algorithm

above because these patterns have something in common.

• They are neighborhood-distinct.

2. The learner succeeds because it generalizes by identifying

environments as the same if they are locally the same (i.e.

merging same-neighborhood states).
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Conclusions II

1. We can approach the learning problem by developing models

that isolate specific factors to study how they benefit

learning.
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Further Questions

• How does the learner perform on quantity-sensitive bounded

systems? (in progress)

• How does the learner perform with segmental phonotactics?

(for one approach learner see Heinz (2006a)).

• How can the learner be modified to handle noise or gradient

phonotactics?
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Thank You.

Grammar G

Language
of G

Sample

Grammar G2

Learner

• Special thanks to Bruce Hayes, Ed Stabler, Colin Wilson and Kie Zuraw

for insightful comments and suggestions related to this material. I also

thank Greg Kobele, Andy Martin, Katya Pertsova, Shabnam

Schademan, and Sarah VanWagnenen for helpful discussion.
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Summary of the Backward Learner

1. Builds a suffix tree of the observed words.

2. Merges states in this machine that have the same

neighborhood.
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Summary of the Backward Learner

• This learner successfully learns 21 of the 22 systems.

Name Stress Priority Code Notes FL

LHOL 1. Amele 12..89/1L X(5)
2. Murik 12..89/1L max 1 hvy/word X(4)
3. Serbo, Croatian 12..89/1L at least 1 hvy/word X(4)
4. Maori 12..89/12..89/1L X(5)
5. Kashmiri 12..78/12..78/1L ×

6. Mongolian, Khalkha 12..89/2L X(5)

LHOR 7. Komi 12..89/9L X(4)

RHOL 8. Buriat 23..891/9R ×

9. Cheremis, Eastern 23..89/9R optional 1R X(4)
10. Nubian, Dongolese 23..89/9R X(5)
11. Chuvash 12..89/9R X(4)
12. Arabic, Classical 1/23..89/9R X(4)

RHOR 13. Golin 12..89/1R X(5)
14. Mayan, Aguacatec 12..89/1R max 1 hvy/word X(4)
15. Cheremis, Mountain 23..89/2R words w/no hvys lex X(6)
16. Cheremis, Western 23..89/2R X(6)
17. Seneca 23..89@s@w2/0R X(7)
18. Sindhi 23..891/2R ×

19. Cheremis, Meadow 1/23..891/1R X(5)
20. Hindi (per Kelkar) 23..891/23..891/2R ×

21. Klamath 12..89/23/3R ×

22. Mam 12..89/12..89/12/2R X(5)
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Directionality and the Suffix Tree

• The one pattern the Backward Learner fails to

learn—Seneca—is typically analyzed as having a metrical

unit at the left word edge.

• In each case the learner overgeneralized (i.e. accepted a

language strictly larger than the target language).
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