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1. INTRODUCTION

The study of phrasal phonology—of rules that apply across word
boundaries—has proven fruitful in recent research. The crucial problem has
been to develop a theory of syntactic juncture that can predict the domains in
which sandhi rules are bounded and locate the points in syntactic structure
that trigger phonological rules. One particularly interesting theory of this sort
is the Prosodic Hierarchy, developed in the work of Selkirk (1978, 1980, 1981)
and extended by Nespor and Vogel (1982, 1983). The essence of the theory is
that utterances are PHRASED, in the same sense that musical passages are
phrased. As in music, phrasing in language is hierarchical: the lowest units are
grouped into small phrases, which in turn are grouped into larger phrases, and
so on through several levels. This phrasing, or Prosodic Hierarchy, governs
the way in which sandhi rules may be applied.

The Prosodic Hierarchy of an utterance is determined by its syntactic
structure but is not identical to it. According to Selkirk, the Hierarchy is
derived from syntactic structure by a set of rules that alter bracketing and
provide labels for the various levels of phrasing. To give an example, [ would
claim that sentence (1a) is converted from the syntactic structure shown to the
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Prosodic Hierarchy given in (1b):

) a 5 b. U
P NP NP vP P P P
\" NP NP C C C C
/\ /N AN /N |
Det N w w W W W \T

" T T

On Tuesdays, he gives the Chinese dishes On Tuesdays, he gives the Chinese dishes

where U = Utterance, [ = Intonational Phrase, P = Phonological Phrase,
C = Clitic Group, and W = Word. Selkirk, Nespor, and Vogel’s work has
shown that the theory of the Prosodic Hierarchy permits insightful accounts
of the phrasal phonologies of a number of languages.

The study that follows has two parts. The first presents a specific version of
the Prosodic Hierarchy along with arguments for it based on a number of
languages. The second part provides further support for the Hierarchy by
showing that it is crucial to an adequate account of English metrics. The basis
of my argument is an examination of some of the metrical rules employed by
Shakespeare, Milton, and Shelley, plus a detailed analysis of Longfellow’s
Song of Hiawatha.

2. THE PROSODIC HIERARCHY

This section first presents some general reasons for believing that the
Prosodic Hierarchy constitutes the right theory of juncture and then proposes
a specific version of the Hierarchy for English and other languages.

2.1. Why a Prosodic Hierarchy?

There are two principal phenomena that a theory of syntactic juncture must
handle: bounding and reference to edges. When a phonological rule is
BOUNDED by a certain domain, it may apply only if both the triggering
segments and the undergoing segments are all included within that domain.
An example of this sort is the English Rhythm Rule, which shifts stresses
feftward under the influence of a stronger stress on the right, as in thirteen
mén compared with thirtéen mén. As Nespor and Vogel (1982) show, the
Rhythm Rule normally applies only when the word undergoing the shift is in
the same Phonological Phrase as the strong stress that triggers the shift. Thus
in (2), the word Chinese may retract its stress under the influence of dishes, as

The Prosodic Hierarchy in Meter 203

the latter word occupies the same Phonological Phrase according to Nespor
and Vogel's phrasing rules.

Q) a S’ b. U

PP S [ 1
P NP NP VP P P P
N\ | N
v NP C C C C
Det A N w \T viv W W w v‘v

| 1]

On Tuesdays, he gives the Chinese dishes On Tuesdays, he gives the Chinese dishes

Sentence (1), in contrast, has a different syntactic structure, meaning ‘He gives
the dishes to the Chinese,’ not ‘He gives the Chinese dishes to someone.” By
Nespor and Vogel’s rules, this structure is phrased so that Chinese and dishes
occupy separate Phonological Phrases, and the Rhythm Rule is normally
blocked. In this sense, the Rhythm Rule may be said to be bounded by the
Phonological Phrase.

Rules of phrase phonology may also refer to edges of domains. For exam-
ple, in Chimwi:ni (Kisseberth and Abasheikh 1974) there is a phonological
rule requiring that any vowel at the right edge of a Phonological Phrase be
short. In a number of languages, for example Polish, a phonological rule de-
voices obstruents at the right edge of every Word.

A theory of juncture must provide adequate descriptions of these pheno-
mena. To see the advantages of a Prosodic Hierarchy theory, it is useful to
compare it to two alternative theories.

2.1.1. BOUNDARY SYMBOLS

Theories of juncture employing boundary symbols have been proposed in
Chomsky and Halle (1968), McCawley (1968), Selkirk (1972), and earlier work.
In these theories, information about syntactic structure is carried over into the
phonology by rules that place boundary symbols at the edges of syntactic
constituents. The -phonological rules can be blocked by the presence of a
boundary, or they can refer to boundaries in their structural descriptions.
They do not refer to syntactic bracketing directly.

Selkirk (1980) has presented a number of fairly compelling arguments that
favor the Prosodic Hierarchy approach over the boundary symbol treatment.
In particular, the boundary theory is too powerful, in that it enables rules to be
written that never show up in actual phonologies and that are (crucially) not
writable under the Prosodic Hierarchy approach. [ would like to add another
argument here, because [ believe that its logical structure has not been made
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sufficiently clear in the literature, and because its consequences will be crucial
the discussion of metrical rules later on.
° It gas long been known (cf. McCawley 1968 and other. wor'ks) tha‘t‘ undert';
boundary symbol theory, the boundaries can be .orgamzed into a streng
hierarchy” with the following properties. First, if a phonologlcal“rulekcar,l,
apply across one kind of boundary, it can also apply across all weazl er
boundaries. Second, if a rule applies before or after or:ie k'md;])f bo‘i;\d:rryé
i . ies * » boundaries. Now,
t also applies before or after all stronger .
tbh::nldary thelcj)Fr)y, these typological observations are unrelgted, both mu§t t;e
stipulated in the theory of phonology. But under a pracketlpg theory, 211 sn(rllg fi
(stipulated) principle can account for both. Following Selkirk (1984), I adop

the following:

(3) STRICT LAYER HypoTtHesis. The categories of the Prosodic Hierarchy
i h that
may be ranked in a sequence C,,Cs, .. .'Cn, Suc
a. le segmental material is directly dominated .by the category (in, and
b. for all categories C;, i # 1, G directly dominates all and only con-

stituents of the category Ci+ -

If these conditions hold, and if phonological rules refer tobbrackgltlsfrzﬁh\e; ;F:rxrll
i i bservations above will foilo
boundaries, then both of the typological o ‘ _
tr?:same principle: rules applying across a given boutr)ldfary necesfstanlz E:;felz
i les applying before or aiter vel
across all weaker boundaries, and ru cr @ ghven
i fter all stronger boundaries. 1his

boundary necessarily apply before ora .

illustrate):j below with an abstract hierarchy whole categories are Cy, C3, 33,

and Cy:

@ e
C:,/\C3 /CJ\ Cs
C):‘t Ca Cs Cs C\:4 Td C\:A C‘4

xABxlxe X ZxXxXxA Bxxx XxxxxxA BxxxZ XXXxXXxA BXXXXXX XXXXXXZ

RULE (a): Z-Y/ 1C.

— Y Z Y Y

RULE {b): A —-C/ B Domain: C,

- CB CB AB CB

= [xCBxxxxY xZxxxC Bxxx XXXXXXA BxxxY xxxxxxC BXxxxxx xxxxxxY]
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Because the Prosodic Hierarchy under (4) is strictly layered, Rule (a), which
converts Z to Y at the right edge of a C,, must necessarily also convert Zto Y
attherightedge of a C,,a C,, or a C;. Similarly, Rule (b), which converts A to
C before B when A and B occupy the same C,, must also apply when A and B
occupy the same C; or C,, though it will not apply if A and B only share
membership in C,. Notice that these are not automatic consequences if we
reencode the information inherent in (4) with boundary symbols.

Note also that if only one of the two typological observations made above
held true, there would be no argument: the stipulation of the boundary
strength hierarchy under a boundary symbol theory would be matched by the
Strict Layer Hypothesis under the Prosodic Hierarchy theory. The real
argument lies in the ability of the latter theory to explain two observations
with the same principle, rather than stipulating them separately.

2.1.2. DiReECT REFERENCE TO SYNTAX

Another alternative to the Prosodic Hierarchy would be to altow phono-
logical rules to make direct reference to the bracketings of the syntax. A
disadvantage of such a theory is that it is too strong: it allows for the de-
scription of phonological rules that are never found in actual languages.
For example, the theory would allow us to write a voicing assimilation rule
that applied only within adjective phrases, not in noun phrases, or a rule
lengthening the final vowel of verb phrases but not of adjective phrases. What
actually happens in languages is that sandhi rules refer to a phrase of a
particular “size,” regardless of its syntactic category. The Prosodic Hierarchy
correctly predicts this: in constructing a prosodic bracketing from a syntactic

one, the fairly rich set of syntactic node labels is reduced to the more

impoverished phonological inventory.

A second disadvantage of referring directly to syntactic bracketing in
phonology is that the bracketings provided by the syntax sometimes differ
from the phomnologically required ones. To quote a well-known example
(Chomsky and Halle 1968:372), the sentence under (5a) has a right branching

syntactic structure, but is assigned intonational contours suggesting the
ternary structure of (5b):

(5) a. This is [np the cat [ that caught [yp the rat
Ls that stole [ yp the cheese]]]1]
b. [This is the cat] [that caught the rat] [that stole the cheese]

Chomsky and Halle point out that this argues for some kind of rebracketing
between syntax and phonology, which is the central hypothesis of the Pro-
sodic Hierarchy theory.

Note that if the domains of sandhi rules do not have to be syntactic
constituents, then a purely syntactic theory of juncture predicts that a
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language could have two phonological rules that referred to overlapping
domains. Suppose, for example, that English had two sandhi rules, one that
applied between all NP boundaries and another that applied between all S’
boundaries. The two rules would parse the structure of (5a) in overlapping,
incompatible ways. To my knowledge, no cases of this sort have been found. If
two rules in a language refer to different phrasal domains, then the smaller
domains must form subparts of the larger ones. This is a direct consequence of
the Strict Layer Hypothesis.

Finally, there are languages in which several phonological rules refer to the
same syntactically defined domains. A Prosodic Hierarchy theory need define
these domains (which may be fairly complex) only once, in the phrasing rules.
Under a theory in which rules refer directly to syntax, the domains must be
redefined within every rule that refers to them, making the analysis less
general. )

The result of this discussion is that a Prosodic Hierarchy is to be preferred to
the two most obvious alternatives, boundary symbols and direct reference to
syntax, because it is inherently more restrictive and because it better fits known
typological observations about sandhi rules.

2.2. The Derivation of the Prosodic Hierarchy

Let us now turn from gencral considerations of the theory of juncture to a
specific proposal. I assume here a theory involving five levels of prosodic
structure: the Utterance, the Intonational Phrase, the Phonological Phrase,
the Clitic Group, and the Word. This is essentially the theory of Selkirk (1980),
with the addition of the Clitic Group, itself a restatement in bracketing theory
of a proposal made in Selkirk (1972).

2.2.1. THE WORD

The lowest category on the Prosodic Hierarchy is the Word level. Nu-
merous phonological rules are word bounded, including many rules of stress
assignment and vowel harmony. An example of a rule that applies at word
edge is provided by final devoicing in several languages, including Russian,
Polish, Turkish, and Catalan.

It has been argued that the “phonological word” can sometimes be a
subpart of the grammatical word. For example, in The Sound Pattern of
English (SPE), Chomsky and Halle (1968) assign to the word singing the
structure /sIng #1Ing/, where the stem sing is intended to be a phonological
word by itself. Note that this is the same structure assigned to the two-word
sequence sing it (/sIng#1t/). In both cases, the word boundary # allows for
the appearance of a prevocalic velar nasal on the surface. Recent work in the
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theory of Lexical Phonology.(Kiparsky 1982; Mohanan 1982) suggests that
accounts gf this sort should be rejected, It appears that effects of word-
INTERNAL juncture are better explained as the result of how the rules of word
formation are organized in the lexicon, rather than by extending the Prosodic

Hierarchy below the Word level. If this i ]
_ . . 1s 1s correct, then singing and sing i
be juncturally distinct, represented as follows: FHg e g frmust

(6) a. [ singing]
b. [c[w sing] [w it]]

The possibility of prevocalic in singi i

attachmgnt of -ing at Level II of/%e En;ll?sgtinxflo?;fc:lol?gey.atmbmed o the
. Thfare Is phonological evidence to support this view. The forms visited and

visit it, w'hxch according to SPE are juncturally identical, differ in their

phgnolgglcal behavior: whereas the /t/ of visit may be ligh’tly aspirated in

visited, it cannot be in visit it. Assuming the analysis of /t/ allophony in Kahn

(1976), we can explain this by placing the domain of initial syllabification in

- English at the level of the Word, not the Clitic Group (See Kahn’s work for

details of the rules involved):

gag ¢

(7 a [wvIzlt +od]

(2 ag

b. [ [w vizIt] Lw It]]

The evidence from English metrics also
affixes in the Word. Throughout the En
are treated by poets exactly like words
morpheme boundary) and words such
gll). As Kiparsky (1975, 1977) shows, th
is in fact treated quite differently.

I therefore assume the following: first, the Prosodic Hierarchy should be
;:lonstrued §olf:ly as a theory of syntactic juncture, with word-internal juncture

andled within the Theory of Lexical Phonology; second, the phonological

Word is the lowest level on the Pr ic Hi i
osodic Hierarch d
large as the grammatical word. yand i slnays atleast as

supports the inclusion of Level-I]
glish tradition, words such as sing #ing
such as sign + al (with only an internal
as single (with no internal boundary at
¢ putatively identical sequence sing #it

2',2'2‘ THE CLiTic GROUP

GThe next level up on the P'rosodic Hierarchy, I would argue, is the Clitic
roup, dfaﬁned roughly as a single content word together with all contiguous
grammaltical words in the same syntactic constituent. In the sentence (8a), for
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example, the Clitic Groups would be as in (8b). The claim is that there are
phonological rules that apply within Clitic Groups, but not across their

boundaries.
|

@) a S
/\
NP VP
‘ /\
Pro v’ PP

T
he kept it in a large jar

b. [ he kept it] [ in a large] [ jar]

The Clitic Group as I have just described it is too vaguely defined. We can
make things more precise by stating explicit rules deriving Clitic Groups from
syntactic structure.

(9) Critic GROUP FORMATION.

a. Every content word (lexical category) belongs to a separate Clitic
Group.

b. Definition: The HOST of a Clitic Group is the content word it contains.

c. Definition: X and Y SHARE CATEGORY MEMBERSHIP in C if C dominates
both X and Y.

d. Rule: Clitic words are incorporated leftward or rightward into an
adjacent Clitic Group. The group selected is the one in which the clitic
shares more category memberships with the host.

The rules of (9) parcel out the tree of (8a) into the Clitic Groups of (8b),
dividing the clitic sequence it in a after it, in accord with shared category
memberships. '

The rules just developed are in fact only a translation into bracket notation
of the boundary theory of Chomsky and Halle (1968) and Selkirk (1972). A
Clitic Group, in the SPE framework, is a maximal sequence not containing the
boundary # #. The prediction made by both theories is that phonological
contact between a clitic and its host or between clitics attached to the same

host should be more closely observed than at other syntactic junctures.
Precisely this effect has been demonstrated for several rules of English by E.
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Selkirk (1972). I review two cases below, restating the facts in the bracketin
framework. :

One rule Selkirk describes is the following:

(10 (vl > &/ [ — syllabic] (in fast speech, in certain lexical items)
Within Clitic Groups, the rule deletes [v] in examples such as the foilowing:

(11) a. [¢ Please] [ leave them] [¢ alone]

(2]

b. [ Will you save me][¢ a seat?]

. [cJohn] [ would have left]
(<]
d. [¢a piece] [ of pie]
(]

But when the triggering consonant o i iti
vhen tt ccurs in a separate Clitic Group fi
deletion is impossible: g pirom /vl

(12) a. [ *G[l/g% [c Maureen] [ some]
b. [ We'll :c[zg% [c those people] [ a seat]

. He wouldn’t do it this week, [ but he would have] [ last] [ week]
*

d. [ It was thought of 1 [c constantly]
]

A second example of a Clitic-Grou
following rule of Palatalization:

(13)  [s7] - [33)/ [55]
= [+strid] - [—ant] /%[“md]

—ant

p-bounded process in English is the

Here, the effect is more gradient. Within

Clitic G i
often (e ONect roups, the rule applies more

l (14) a. [¢ his shadow]

(2]
b. [ is Sheila] [ coming?]
[Z]
¢ [cas shallow] [ as Sheila]

(2] (2]
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But when focus and trigger lie within separate Clitic Groups, the rule may
apply only in fast or sloppy speech:

(15) a. [¢ Laura’s] [ shadow]
2]
b. [c Mrs.] [¢ Shaftow]
Nz}
. [cthose fellas] [ shafted him]
Nz )

Selkirk adduces additional cases of Clitic-Group—bounded rules in En-
glish. Such rules also appear to be fairly common in other languages as well.
Thus the “Nati” Rule of Sanskrit (roughly,n - n/C ... } was Clitic
Group bounded in Vedic, although it retreated to the Word level in the
classical language. The stress rule of Cairene Arabic (Broselow 1976) applies
within Clitic Groups, which are clearly distinguishable from phonological
Words in this dialect. And in Pasiego Spanish (Penny 1969; McCarthy 1984),
the Clitic Group forms the domain of two vowel harmony rules.

Metrical evidence also supports the existence of Clitic Groups. In the
trochaic pentameter of Serbo-Croatian folk epics (Jakobson 1933, 1952), the
fourth syllable in a line must be followed by a Clitic Group boundary, and
Clitic Group boundaries in general tend to fall after even positions. Ancient
Greek meters often include “bridges,” which are sequences of metrical
positions that must correspond to syllables in the same word. In less strict
metrical styles, bridges may be filled by syllables in separate words, provided
they occupy the same Clitic Group (Devine and Stephens 1978, 1981, 1983).

The Clitic Group is not included in the versions of the Prosodic Hierarchy
proposed in Selkirk (1980) or in Nespor and Vogel (1982). However, to include
it does not complicate the system in any essential way, as in other theories rules
that adjoin clitics to their hosts are already present as part of the derivation
of higher level categories. For example, Nespor and Vogel (1982:228-229)
add to their rule for the construction of Phonological Phrases a special pro-
vision that incorporates “non-lexical items . . . (e.g., prepositions, comple-
mentizers, conjunctions, copulas . ..).” Bierwisch (1966) similarly proposes

that a cliticization rule is one of the rules forming Intonational Phrases |
(his “Phrasierungseinheiten”) in German. Under the theory proposed here, |

nonlexical items are first incorporated into Clitic Groups. When the Clitic
Groups are then combined into Phonological and Intonational Phrases, the
clitic elements automatically belong to the right categories. Thus the extra

complication of adding a rule to form Clitic Groups is compensated by [

substantial simplifications in the rules constructing higher-order units.
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The rule of cliticization under (9), although adequate for many languages
cannoF be um-versal. Based on the account in Clements (1978), it would appiar,
that cllthzatlon in Ewe applies only to clitics that follow their hosts and that
the requirement of maximal shared category memberships is violated under

certain circumstances. We will n i i
oy an i ote a further 1anguage—part1cula§ variation on

2.2.3. THE PHONOLOGICAL PHRASE

The Phonological Phrase (

abbreviated: P- i
more Clite Gronpe The 1o, lated: P-phrase) is formed from one or

that form P-phrases refer to the X b
-bar syst
the syntax (Chomsky 1970; Jackendoff 1977): they apply within xfairi];l(;i

projections, adjoining material to the head. Accordingly I use X-bar notation

to describe syntactic structur
€ from IN" = " "
St here on: N” = NP, V" = yp, p” = PP,

A partif:ularly clear example of how the
phrasing is provided by the phrasal phonol
language di i i i i
E)197]1]). Several rules of Chimwi:nij, all referring

y the P-phrase. The system works as foll
£-pa ' ' ows: whereas vowel length i
phonemic, it is predictable in word-final syllables where vowels show upgsholri
aththe end of a'P-phrase 'and long otherwise. However, any long vowel
whether underlying or derived, must surface as short when either a heaV);

syllable or a three-syllable sequence follows in th
can be stated formally as follows: ° some Fophrase. The rules

to vowel length, are bounded

(16) CHMWI:NI LENGTH RULEs.
VoV Jword (precedes other rules)

V: i V/ ]P-phrase
] .. fvecy,
Vis v/ V. y'} Domain: P-phrase

VieVy/__ CoVCoVCyV  Domain: P-phrase

These rules provide a very clear diagnostic for P-phrasing. From them, one

can determine that the princi al rul - L - N
should be (17): p pal rule of P-phrase formatxon in Chimwi:ni

L (17)  CHIMWI:NI P-PHRASE FORMATION.

a. In[X°Y"”.. ]x., where X° is the head " " i
) of X",and Y
compl.ement, the sequence X°Y" forms a P-phrase. s an adjacent
b. All Clitic Groups unaffected by (a) form P-phrases.
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An example of how the rules work is shown in (18). In the sentence given, the

subject is an implicit pronoun, notated as [e].

(18) a. Syntactic Structure b. Prosodic Hier;lijrchy
S
/\
m P T
/\
C C C
| |
Vol
|
‘ (e] panzi:ze  cho:mbo  mwa:mba , panzi:ze cho:mbo  mwa:mba
‘he-ran  the-vessel onto-the-rock

c. Phonological Derivation .
Le panzi:ze: cho:mbo:] [p mwa:mba:1V - Vi/ __ Twou
[p panzi:ze: cho:mbo] [p mwa:mba] V.- V/ ]p_ph\,/,.,.se
Le panzize cho:mbo] [p mwa.mba) Vi-V/...___V:

In (18), P-phrase Formation adjoins the complement cho:mbo“veis:e.l :ofttl:):

head of V", panzi:ze ‘he drove,” forming a P-phrase. Mwa:mb;z'rocb liki;tin

form a P-phrase on its own. As shown under (18c), the resu tl'ng“ ra ossib[%

leads to the correct phonetic form. Note that any other logllcia y p -

bracketing into P-phrases would produce the wrong outPu;. [:[panjn.Zize

[p chombo mwa:mba), *[p panzi:ze] [, cho:mbo] [, mwa:mbal, *[p p
a:mba]. ‘ .

Ch?lfﬁl;g:glg parallll reasoning, P-phrasing.car’l be dlg.gnosed lﬁ a numl:enrdc;l;

syntactic contexts. Kisseberth and Abasheﬂ(h s data'include the cases

(19). P-phrase breaks are notated with slashes.

19 . Shared Phrasing b. Split Phrasing )
N Ay V' /[[VN" /N"))
/INP"]/ /LV A" [P"]/
NN"]/
& : N": /[N"”/ Conj N"]/
V7 JLVN"]/
/LY A"]/ S”/IN"/V"]/

/[S” / S1/ (preposed “if” clause)
P": /[P N")/

It can be seen that the X-bar system plays a crucial role here: on!y ‘heaclish(.)f ;
phrases may adjoin with neighboring material, and they only adjoin within N

w - This phrasing follows direct]
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their maximal projections. For example, even if the subjcct of a clause is a
single noun, it will not adjoin with material to the right because such material
lies outside of N, ! _

Odden (1980) has made an intensive study of the phrasal phonology of
Kimatuumbi, which, like Chimwi:ni, is a Bantu language. The two rules that
diagnose P-phrasing in Kimatuumbi are different from the Chimwi:nj rules:
one shortens vowels in words that are nonfinal in their P-phrase; the other
deletes high tones in perfective verbs that are not P-phrase final. The P-phrase
divisions diagnosed by these rules are as follows:

(20) a. Shared Phrasing
N":/[NN"Y/
/[N A]/
V7 IV N"Y/
/[V Adv]/
/LV Neg]/
P”: /[P N"]/
A: /[A AJ/ (reduplicated compound adjective)
b. Split Phrasing
N":/[NA/AY/
/INP"/ A}/
V" JIVN"/N"]/
/LV N” / Neg]/
St /IN"/V"]y
/ls [n+[s VI1/ V"] (clausal subject)
/IN"/V" [Adv]/  (sentential adverb)

'Chimwi:ni also provides support for the Clitic Group,

discussed earlier. In (i), we must assume
a phrasing grossly incompatible with the syntax in order t

o get the phonology to come out right;

(i) a. p b. l’J
P N” 1
T” Cani T” T/\T
kama mphaka na mphana C C
like  cat and rat
‘like a cat and a rat’ w w w w

|

[kama: mpaka na: mphana)

y if the nonlexical words kama and na are adjoined as clitics to the
~ following word.
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These phrasings follow from exactly the same rule as 'll.l Ch,l,mWI :hm.hP-%hrases
are formed by adjoining the closest complement w.1th1n X tobt € teact.ure .
The P-phrases of other languages appear to de,rlve from X ar stru et
somewhat different ways. For example, Clements’s (1978) discussion E tona!
phonology in Ewe implies a P-phrase constructed over the domain sno

21):
21 [...X% . 0xe
P-phrase

That is, the head is grouped together with all material to its left w1tl}:m tttﬁ:
maximal projection. This means that the Ewe rules may applytt\i\nnol:]inal
structures [ N N] (possessed noun phrases_and phrase; v;nN”) mina,
postpositions) and [y~ N” V] (verb phrases with a prever ?\1" l.]ere e
sandhi is excluded, however, in verb phras§§ of the form [y~ V/' (]:}\iv e
N” complement follows the head. Sandhi is al§p blllocked (as in ! milb'éct-
between two verbal complen;ents, asin[y- V/N/N"], and across the subj
i reak: [{ N"/V"].
P“;jr‘::; lzjxppear{s:sto erilploy the same P-phrasing r.ule as Ewe. ’I‘he;1 accoll(;nzcc;fl
Morin and Kaye (1982) suggests that the domain of pur_ely pl orltoris1 -
liaison in French consists of the head of a phr'ase together with al lma e alon
its left. Liaison in other contexts has either disappeared from the languag
e morphological reanalysis. o ‘

un?tzrlig;?, accorging t%) Nespor and Vogel §1982), derives its P-phra's;s w(litshaarr;
amalgam of the Chimwi:ni/Kirnatugm_bl axlmd Ewe/French rules.. 2?1 il
obligatorily joined with all material within X" on tk}exr left, and O]I:tlonho\z/evggr
the first complement on their right. The laFter option may be ta enél e d(;
only if the complement “does not branc.h,'“ in a sense thzft Nespor an g

not specify. These rules are stated explicitly as follows:

22 In[u...XoY”...]
@ a. [).(. . X°7 obligatorily forms a P-phrase, ar}d ) )
b. [...X°Y"] optionally forms a P-phrase if Y” does not branch.

2Clements notes that [y~ V Adv}formsa phrasal unit .(in the present fra‘me‘\s:vorkézcl)Pr;g?rs;rer)r:?t
Ewe. His explanation of this, restated in our terms, is that agverbs in t\:Ve . plrasing
modification: they are isolated heads that lack their own r.nax1mal pro_r.c :jor‘;l.a .
[ V Adv] can be derived by restating the formula (21} in a slightly generalize y:

. .. 0
i X% ...y where Y is the smallest maximal projection contawing X®.
M XDy

P-phrase
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The diagnostics that Nespor and Vogel use for P-phrasing in [talian are the
gemination rule Raddoppiamento Sintattico and a Rhythm Rule.

Nespor and Vogel point out that the interlanguage variation found in P-
phrase construction appears to be quite minimal. If we define the “recursive
side” of X" to be the side of X" on which complements freely occur, we can say
the following: P-phrase formation obligatorily adjoins all material on the
nonrecursive side, and varies only in whether an adjacent complement is
adjoined on the recursive side. In Chimwi:ni and Kimatuumbi, this option is
obligatory (understandably, because it is the only possibility for adjunction);
in Italian it is optional; and in Ewe and French it is forbidden. The Bantu cases
also differ from Italian in that they do not require a complement to be non-
branching in order to be adjoined.

In English, P-phrasing appears to follow the Italian model: it adjoins all
material to the left of the head obligatorily, and it adjoins one nonbranching
complement to the right optionally. As Nespor and Vogel point out, P-
phrasing in English can be diagnosed by the Rhythm Rule, the rule that
retracts the stress of thirteen in phrases such as thirteen mén.

Before proceeding with the Rhythm Rule evidence, two difficulties should be
noted. First, the English Rhythm Rule is constrained by the Prosodic
Hierarchy in gradient fashion: although the rule applies in slow, careful speech
only in lower-level prosodic categories, in faster, sloppier speech it may span
larger domains. This is in fact an extremely common phenomenon. For
example, Clements (1978) notes that although the Ewe rule of Raised Tone
Spreading is normally bounded by P-phrases, it applies across their bound-
aries in “less deliberate” speech. Other cases include Mandarin Third Tone
Sandhi (Cheng 1970), Spanish Nasal Assimilation (Harris 1969), Flapping in
English, and Glottal Metathesis in Chimalpa Zoque (Knudson 1975). The
point here is that in order to use the Rhythm Rule as a diagnostic for P-
phrasing in English, one must show that the P-phrase defines a specific level of
propensity to apply the rule.

The other difficulty with the Rhythm Rule evidence involves a second kind
of gradience. In Hayes (1984a) I tried to show that the rule depends on the
spacing in time of the stressed syllables of the input: the farther apart these are,
the less likely the rule will apply. A fair test of how syntax affects the Rhythm
Rule’s application must therefore keep the spacing of the stresses constant.
This is done in the examples below.

With these precautions in mind, consider the following data. Standard
examples of the Rhythm Rule usually involve a modifier preceding a noun, as
in (23a). This is because prenominal position is the most natural and common
place for the rule to apply. Note, however, that adverbs preceding adjectives in
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A” and verbs in V" retract their stress with equal naturalness (cf. 23b and 23c).

Bruce Hayes
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the syntactic units in (24) may count as P-phrases only as marked option,
whereas those in (23) necessarily form P-phrases.’

2 3 1 Third, in cases where the rules of P-phrase formation necessarily place the
23) a. N”: [A” N7 horizontal line retracting word and the trigger stress in separate P-phrases, retraction seems
2 3 1 quite unnatural:
Japanese connections . |
2 S (25) a. §:[S/87] *When you visit Mississippi, call me
[N” N1 Toscanini’s ice cream ) , 1
: ; : [N”S] *Tennessee, 1 visited
Tennessee’s political situation essee!
2 1 2 b. S:[N” V"] M Mississippi outlawed it
b. A”:[Adv" A] evidently true (cf. evidently) X ; 1
2 1 2 77 Tennessee will license them
c. V:[Adv"' V] he’ll absolutely flip (cf. absolutely) ! : 1
ithin X" c. V:[VN"/P"]  77He conceded Tennessee to Carter
i i ding the head within X" i
. All three of these cases involve modifiers precee Jeme 1
i i i . , we can say that these ! v
ot patoral envir mOdeltOfa}:f-“p;::;lsré%)’(ctfhgzggl)es in Whid}" the word [V N"/Adv”] ?7He visited Mississippi twice
three most natural environments _ ‘
undergoing the Rhythm Rule obligatorily occupies the same P-phrase as the 5 ] |

d. N[N P"/P"]

??a book on Tennessee by Knight

m"gfglfg.llhythm Rule may also apply to the head of X", triggered by the nearest
complement:
2 3 i _
(24) a. V" [VN"] comprehending everything
2 3 1
b. it'll intersect the origin
2 3 1
c. [VP"] it’ll interfere with television
2 3 1
d. [V Adv"”] he was persevering endlessly
2 3 1
€. to intervene intelligently
2 3 1
f. N”:[N P"] the Japanese of Honshu
2 3 1
g. A:[AP"] hesnotas Japanese as Sam

Retraction of stress in these examples seems less natural than in (23). If the

Italian rules under (22)

also hold for English, this difference becomes plausible:

Example (25d) should be compared with a book on “‘Tennessee by Night,”
where Tennessee and Night may occupy the same P-phrase, and retraction is
considerably easier.

A final fact to notice is one discovered by Nespor and Vogel (1982). If the
complement of a head branches, the ability of the Rhythm Rule to retract
stress is lessened relative to when the complement does not branch. Nespor
and Vogel compare the following cases:

(26) a. John pérseveres gladly

a
b. John persevéres gladly and diligently

(27) a. Given the chance, rabbits réproduce quickly
b. Given the chance, rabbits reprodice véry quickly.

This would suggest that English, like Italian, normally does not adjoin a
branching complement with its head to form a P-phrase. Here, we can specify
the kind of branching that is relevant: a complement resists incorporation if it

3Alternatively, we could assume with Nespor and Vogel (1982) that the adjunction of a

E complement to its head forms a different category of the form P’, which constitutes an

intermediate Jevel between the P-phrase and the Intonational Phrase. Because the Rhythm Rule

- applies less readily in looser categories, this would yield the same resuit.
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contains at least two Clitic Groups. Note that the complements of (24b,c,f,g)
contain two words, but only one Clitic Group, and do not resist incorporation.
Summing up these results, we can express the P-phrasing rules of English as

follows:

(28) PHonoLOGICAL PHRASE CONSTRUCTION (English). In the configuration
[x-...X2Y"...]
a. The sequence [. .. X°] obligatorily occupies the same P-phrase,
b. Y” may optionally adjoin to the P-phrase of X° if it contains only

one Clitic Group, and
c. All Clitic Groups unaflected by rules (a) and (b) form P-phrases.

The Rhythm Rule applies readily when the words involved obligatorily
occupy the same P-phrase, less readily when the words optionally share a P-
phrase, and quite reluctantly when the relevant words must occupy separate

P-phrases.

The English P-phrasing rules are supported not just by the Rhythm Rule

evidence, but also by their close similarity to the P-phrasing rules of other
languages. The relevance of the English rules to metrics will become clear

shortly.

2.2.4. THE INTONATIONAL PHRASE

The Intonational Phrase (abbreviated: I-Phrase) is a concatenation of one
or more P-phrases. As Selkirk (1978) and Nespor and Vogel (1983) point out,
the rules deriving I-phrases vary in their application and are harder to pin
down. There are a few syntactic loci that obligatorily correspond to the edge of
an I-phrase; for example, the edges of parentheticals, nonrestrictive relative
clauses, and constituents displaced by stylistic or root transformations. The
boundaries of clauses and the breaks between subject and verb phrases also
strongly tend to attract I-phrase breaks. However, in the latter cases syntax
can be overridden by phonological factors: the need to produce 1-phrases of
appropriate length can cause phrases that syntactically belong separately to be
grouped together. Similarly, syntactic units that would normally constitute

one I-phrase are broken up when excessively long. (See Bierwisch 1966 for

some interesting ideas on how the notion of “length” can be made precise).
Some examples of English I-phrasing from Selkirk’s and from Nespor and
Vogel’s work are as follows: :

(29) a. [ The frog] [ ate a fiy] [ for lunch]
[\ The frog] [, ate a fly for lunch]

[\ The frog ate a fly for lunch] (Nespor and Vogel 1983)
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b. [ This is the cat] [, that caught the rat] [, that stole the cheese]

_ (Nespor and Vogel 1983
C. [iIn Pakistan,] L1 Tuesday,] [, which is a weekday,] [, is a hgoliday] )

(Selkirk 1978)

short the resulting I-phrases are,

SinIg—lp;h‘r‘:ijes ,a,lrerciflarl.y audible in English because each one is aligned with a
fie ol the intonational system. For example, in (30

phrases would typically be given the tunes [H* L~ }F{)"/,] [Ifl*)i{t"}‘]iihlr;‘?/;

and [H* H* L~ Lo . )
(1980). % respectively, under  the analysis of Pierrechumbert

(30) L Emmet,] [, alias the Rat,] [, eats only cheese]

;(}))?;;sliisll:c;sfj{ve as thegoulnding domain for ordinary phonological rules
, merican English, syllable-final /t/isrealized asa fi ‘

. : h, ap bef
(vlogvggl (cf: all five /t/s in Mzg_ht it audit Emmet at Ida’s?). Nespor alrjlde\%ree?
) point out that this rule is blocked across I-phrase boundaries so that tghe

same principles for I-phrase construction h
_ . : old for these Janguages as f,
English, although given the variability of I-phrasing, it is diﬂiculfto l%e cearstai(r)1r

2.2.5. THE UTTERANCE

ph"rfahseesUtI;eragit: is the largest prosodic category, containing one or more |

. An €rance comprises a maximal se -

uence between ph i

structural pauses. By “phonetic” I B heard b,
uctu . . mean pauses that are not only heard

naive listeners but that mvolye the actual cessation of speaking. “Stzluctural”bﬁ

SC:E?}: apd Vogel 1983:128). Nespor and Vogel cite British English /r/
p €s1s as an example of a rule “bounded” by Utterance. The rule clearly
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can apply cross I-phrase boundaries, for example in the sentences of (31):

(31) BrIiTISH ENGLISH /r/ EPENTHESIS.

g/ Vo Jwors
[ —tense]

a. Fritz, who lives in Vienna, [r]is Austrian.

b. If you come from Minnesota, [r]everyone asks you about the cold.

V Domain: Utterance

The three speakers [ have consulted omit the /r/ from these examples only
when they actually pause at the site indicated.

Some further rules that are “bounded” by Utteram_:e or that .apply gt
Uttcrance edge are discussed in Selkirk (1980) regarding Sanskrit and in
Odden (1980) regarding Kimatuumbi.

2.3. Summary

I propose a version of the Prosodic Hierarchy includin_g five lev;ls gf
structure, plus rules that derive the hierarchy from 'syntactlc pracketmg in
English and other languages. Obviously, many que_stlons remain. Fo_r exzm-
ple, there is little evidence to determine what phrasing should be as131gm=, to
compound words. A different problem is posed by VSO languages: because
they lack a V” constituent, the P-phrasing rule's at.th'e _clausal level must
work differently from what we have seen o far, This is in fact the case 1n
Tiberian Hebrew, which is VSO (cf. Rotenberg 1978; Dresherh 1981)_. Howe\{er,
the closely similar behavior of unrelated SYO langu?ges in their phrasing
patterns suggests that the overall approach is on the rlght. track. N

One naturally wonders whether all five levels of the errarc.hy exist mha
languages. It is doubtless true that we will not find phonological ru?es t e;t
clearly reveal their existence (e.g. the Rhythm Rule or Raddopptamg:i 0
Sintattico) for all categories in all languages. However, there may be su19tgzr
ways in which the hierarchy makes it presence felF. Nespor.and Vogel ( 1)
have shown that Ttalian listeners can distinguish mlqlmal pairs that differ only
in their P-phrasing, even when no overt phonological rule such as Raddog-
piamento Sintattico signals the difference. Clearl'y, some more subtle phonetlc
phenomenon—plausibly phrase-final lengthgmng—mamfests the dlﬂererzlc.:e
in P-phrasing. As a hypothesis, then, one might suppos'e.that the Proiofxc
Hierarchy is universal, serving principally as an organizing framewor1d gr
timing in phonetic implementation. The cases_dlscu_sscd above, then, WOEI. g
only the tip of the iceberg, the rare instances in which a 1anguag'c has o dlged
phonologists by containing a phrasal rule whose effects are easily heard an
analyzed.
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3. THE EVIDENCE FROM METER

From here on I take the Prosodic Hierarchy as a given, along with the
phrasing rules for English proposed in (28), and I address the role the
Hierarchy plays in English metrics. To start, I briefly describe the approach to
metrics taken here.

Metrics can be defined as the study of how conventionalized rhythmic
patterns are manifested in linguistic material. Poets have intuitive knowledge
of which linguistic sequences do or do not properly instantiate a given

‘rhythmic pattern, or meter. To give a brief example: the meter most commonly
used in the English tradition is the iambic pentameter, notated in (32) as a
sequence of ten alternating weak (W) and strong (S) positions. For most
English poets the line (32a) would constitute a permissible realization of the

_ lambic pentameter, whereas (32b), with the same syllable count, would not:

(32) Iambic Pentameter
WS WS WS WS WS
a. My name is Ozymandias, king of kings
WiS WSWS W s W s

b. Ozymandias by Percy Bysshe Shelley
WS WS WS WS W s

In the theory of GENERATIVE METRICS (cf. Halle and Keyser 1971 and later
work), the goal is to render this intuitive knowledge completely explicit in a
formalized theory, much as generative linguistics attempts explicit formal
accounts of linguistic knowledge.

Like generative linguistics, generative metrics is particularly concerned with
the task of distinguishing the general from the idiosyncratic. Some recent
work, notably Kiparsky (1977), has shown that poets working within the same
Modern English tradition employ remarkably diverse rule systems. For
example, although the iambic pentameters of Milton and Shakespeare have a
similar overall feel to them, the explicit conditions of well-formedness
governing the two poets’ lines are quite different. An adequate theory of
metrics must have the flexibility to describe the varying rule systems of
individual poets, at the same time characterizing those general principles,
founded in phonological and rhythmic competence, that govern the match-up
of rhythm and phonological form.

Linguists have a particular role in this research program: to determine (he
aspects of metrical patterning that can be explained with deeper knowledge of
linguistic structure. It is reasonable to suppose that better understanding of
the linguistic basis of metrics will lead to simpler and more explanatory
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metrical analyses. I hope to show that the Prosodic Hierarchy forms part of
this basis.

3.1. Inversion.

As an example, consider the phenomenon of inversion: the appearance of
the linguistic sequence STRESSED-STRESSLESS in WS position of the meter. To
keep the data tidier, I consider only LEXICAL inversions, in which the stressed
and unstressed syllables belong to the same world. Some examples of lexical
inversion are shown below:

(33) a. Richer than wealth, prouder than garments’ cost
ws W s ws 0w s W s
(Shakespeare, Son. 91)
b. Marry, my child, early next Thursday morn
(Shakespeare, Rom. 3.5.112)
c. Of Eve, whose Eye darted contagious Fire
(Milton, Paradise Lost 9.1036)
d. And yet to me welcome is day and night
(Shelley, Prometheus Unbound 1.44)

e. And evening airs wander upon the wave (Shelley, Hellas 169)

Most inversions, whether lexical or not, occur at the beginning of the line, asin
the first inversions of (33a) and (33b). Our present interest lies in the line-
medial inversions. These are traditionally held to be possible only after a
pause. However, this view cannot stand up to instrumental testing; for
example, in any reasonably fluent reading of lines (33¢—33e), there would be
no measurable pause before the medial inversion site. What seems closer to the
truth is that medial inversion requires a sharp phrasal break and that
phonetically untrained listeners tend to hear such breaks as pauses. If this is
correct, the real problem at hand is to determine what conditions license a
phrasal break salient enough to permit inversion.

Kiparsky (1975) advances an interesting proposal along these lines. Taken

literally, his proposal is that, for Shakespeare, inversion is licensed by a

combination of two factors, one syntactic and one phonological. The syntactic
condition is that the break must coincide with the edge of a syntactic phrasé
(specifically, N”, V", A", or P"). This distinguishes the well-formed line (34a)
from its unmetrical counterpart (34b). The phonological condition is based on
the system of phonological boundaries proposed in Chomsky and H;}lle
(1968): an inversion site must coincide with a ## boundary, rather than a #
boundary. In practice, this means that the beginnings of phrases cannot license
inversion if they are preceded by a proclitic word. Kiparsky’s phonologi
condition rules out unmetrical lines such as (34c). -
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(34) a. When lofty trees I see #[ s #barven of leaves]

b I; ith lo t b” C}le.S‘ l ’ qulte ##bal!el’l 0, leal)es COIlStI UCt

C*Wh ] #
en lofty birches [y are [ .. #barren of leaves]] (construct)
_ c

€ te t 1 1% (&) N lparSk S rU]eS WOlk ulte We“' tOI
”l()Se [)()CIS WI[ (+] ver 1018 l() ()StanSal

)! I g
8} ion ome ([() “()l ”lelc are van Shin l IeW 1 Siie

of view ‘ s, the rules are odd
because they refer smultaneously to an arbi{:;)rrzfl

gical information. A simpler and more

(35) a. [» When lofty trees] [,
b.;‘:[P With lofty birches] [
C*p When lofty birches]

I see'] [ barren of leaves]
p quite barren of leaves]
[p are barren of leaves]

of the pho

ical analysis
18 rules as part of the metrics, ’

nology of'English. Kiparsky’s
and essentially recapitulate the

36) Syntactic Phrasing + Boundaries

N n ' P-Phrasing
‘3 : #[N #A‘fce] a book [» he gave Alice] [ a book]
. er I S . W s W s *wg W s
! nder the king [p life under the f
W s ws s*wswsmg]
he predictiong of the P-

ar to be borne out by the facts:
omplements adjacent to theijr




224

Bruce Hayes

heads are extremely rare. For example, in 4,600 scanned lines of Shakespeare
(the Sonnets and Romeo and Juliet) 1 found no such inversions. In 7,500
scanned lines from Shelley, there were only two:

(37)

]

a. And she saw princes [p couched under the glow]
(“The Witch of Atlas” 64.1)
b. Below far lands [, are seen tremblingly]
{“On the Medusa of Leonardo da Vinci” 1.3)

Thus the P-phrasing account seems to be preferable to Kiparsky’s for
empirical as well as conceptual reasons. See Section 3.5.4 for further
discussion.

3.2. A Hypothesis

Taken as a small improvement over the predictions of Kiparsky’s analysis,
the above results are insignificant. However, they may be symptomatic of a
more general and important pattern. I would like to suggest that metrical rules
NEVER refer to syntactic bracketing, only to prosodic bracketing. In other
words, syntax has effects in metrics only insofar as it determines the phrasings
of the Prosodic Hierarchy. This claim is the metrical counterpart of Selkirk’s
(1981) contention that syntactic effects in phonology are limited to the
determination of phrasing. Intuitively, the hypothesis states that meter is
essentially a phonological phenomenon; thus we might call it the Hypothesis
of Phonological Metrics.

The most straightforward way to show that the Hypothesis is true is to
examine a large set of metrical rules, recording what kinds of bracketed
domains they refer to. If the Hypothesis is correct, we will find rules that refer
to Clitic Groups, P-phrases, I-phrases, and so on, but no rules that must refer |
specifically to N, A", S, and so forth. To my knowledge, this expectation is |
fulfilled, and I present part of the evidence in the next section.

A more subtle test of the Hypothesis, however, would be to find a metrical .
rule that is sensitive to bracketing at all levels. By testing this rule on lines in
which the syntactic bracketing and phonological bracketing differ, we could
determine in a more direct way which kind of bracketing was relevant to the

rule. With this strategy in mind, I turn to the meter of Longfellow’s Song of_
Hiawatha, which contains the right kind of rule and which permits the relevant__; .
test to be made. :

3.3. The Meter of Hiawatha

Hiawatha is an epic of 5,409 lines, written in acatalectic trochaic tetramet
that is, the meter notated informally under (38a). Some lines illustrating the;
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meter are shown in (38b):

(38) a. SWSWSwsw
b. Gitche Manito, the mighty
Smoked the calumet, the Peace-Pipe
As a signal to the nations.

And the smoke rose slow] v, slowly
T.hrough the tranquil air of morning'
First a single line of darkness
Then a denser, biyer vapor, ’

T{uzn a snow-white cloud unfolding
Like the tree-tops of the forest ‘
Ever rising, rising, rising ,

. » Longfellow felt free to a
his compositions in orthodo
the norms of the English tra

metrical preferences, whereas in

practice is sharply shifted towards >, meters, his

dition,

3.3.1, PRELIMINARIES

lables have null grj ighty. The remaini
grid columns and are f. ining syl-
(39) ) felor purposes of prosody stressless,
X X
X X

X

Gitche Manito, the might);
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The column heights are to be interprete

a two-mark column

mark column and more than that of a one-mar

Most of the grids to be used in ex
plausible and straightforward. Their
predictable; for accounts of the rules i

1.3.2. AN ANALYSIS

For clarity of expo

ductively, present'mg t _
accounts. Consider first the grids

(40)
X
X X
X . X .- - X
a. Gitche Manito, the mighty
s w sws w s W
X
X X
X . X
b. Smoked the calumet, the Peace-Pipe
$ w sSwWs W S w
X
X X -
c. Asasignal to the nations
s wWSs wWsWwW s W

In (40), the most straightforwar
every S position in
on the grid; and ever

ideal state of affairs is found only i

lines contain either stressless syllables in S
Pipe in [40b] an
he disruptions of alternating rhythm are ré
933) and Halle and Keyser (1

stressed syllables in W (cf.

sense, it is clear that t
Following Jespersen (1
of rising and falling SEQUENCES of

that stress sequences seldom directly contr

meter falls or vice versa—at wors
or fall in the meter, as in (40c).

denotes only a degree of stress
k column in the same utterance.

d realization of the

the meter is realized by
y W position by a stressless syliabl
n a small fraction of lines, however.
(cf. as and to in [40c]) or

d rose in [40d]). However, in one

d in relative fashion
less th

here are, 1
large p

amples
shape is in

nvolved, see the articles just cited.

sition, 1 will develop the analys
hree successively more complex

for the first six lines of (38):
X
X X
X X X
.o x x X - X -
d. And the smoke rose slowly, slowly
s w s w s WS w
X
X X
: <X x - X
e. Through the tranquil air of morning
s w s WwWsw s W
X
X X
x - X X X
f  First a single line of darkness
s ws ws w s W

position

t, the line opposes 1

This observation can

is of Hiawatha in-

pattern is clearly (40f):
a stressed syllable, marked /x/

971), if we think in terms

stress rather than single positions, W€ find
adict the meter by rising when the

Bruce Hayes

only: for example,
an that of a three- \

believe, intuitively
art phonologically

but more accuraie

e, marked /.]. This
Most

latively mild.

evel sequences {0 @ rise
be stated formally in 2

The Prosodic Hierarchy in Meter

227

straightforward way using t i “
as follows: y g the notion of “stress peak,” defined in Hayes (1983)

(41) PEAK: any s 1 . . .
: yllable with a high i
its neighbors - gher grid column than AT LEAST ONE of

In the grid of (42), the i
id X underlined syllable i
the definition, “shoulders” count as ;eaks zslsa\;eelzll“ peals. Notice that under

42) X X

XXXX

The notion of « ”
peak” affords a compa P
rules of Hiawatha, as in (43): pact first approximation to the metrical

(43) Peak T i
HEORY. Any stress peak in the line must fall in S position in

the meter.

The Peak T
Strosslons Syulzlift:)cl);syazrlellows for only the minimal deviations found in (40
stressed syllables that%eén;lgsj- in S\,A;)eca.use'nothing forbids them, and thosl:
llCansed bgy the fact that they arellr:ot pt(aill(ie in [40b] and rose in [40d]) are
out 919 i ; )
of the Peai{?;efotrhe llx‘rtlle_s ﬁf Hiawatha conform to the fairly stiff requirement
metrical norm of tyh'e is high percentage suggests that the theory defines ths
Keyser 1971). Howevgoe;‘}’ S'pecxfymg the lines of low complexity (Halle ang
while to ask whethe i’h 7o 1s a large fraction of exceptions, and it is worth
this o rostdis rT elr]§ are genera'l laws governing what may occgi h-
come of the e ttl)1 this end, consider the lines of (44), which exem I'Ifn
O et idinan es that v101at<=j the Peak Theory. Each line is foll (Ij) b
ing how many lines of similar structure occur in tlﬁaw;oebmy

(44) Lines that do not Conform to the Peak Theory

X
. X X X
. From the land of the White Rabbit
om the land of the ite Rabbit (2.7; 72 examples)
X
X X
) : X X X -
. Like the tree-tops of the forest 1.37; 6
; ¢ tree-tops of the fores (1.37; 67 examples)
X
o X X X
. An attendant and pipe-bearer
An attendant and pipe-bearer (16.130; 28 examples)
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X
X X X

x . . . '
d. Music as of birds afar off (12.164; 7 examples)

SWS W S WS W
X
X X
. X x . . X . .
e. And the crags fell and beneath them (17.331; 26 examples)
s w s W s WS w
X
X X X
. . X X X T ¢ . .
{ From the ground fair Minnehaha (10.147; 41 examples)
s w s w S WS W

These lines all contain stress peaksin W positign: (ﬂ;;tefi{n (44:2,rtc;prsnx(;1n(]4eﬁr{ll:,);
ipe i in (44d), fell in (44e), and fair In . However, 2
pipe 0 (o o violati i - in every instance, 2
i i lations are not arbitrary: 11 y
inspection shows that the violatic : Y
i 1 located adjacent to a properiy :
mismatched peak in W position 1S : A
i iti in (44a), bear in (44c), andsoon. Nop
k in S position—such as Rab in (44a), r o
E;zlre ?hurglb,” in the sense of not being compensateq by an ady.s\cenr;pstia(}l(1 3115
this principle did not hold, we might expect to find lines in the poe

(45), which are in fact systematically avoided:

X
(45) X ) :
X
X - .
X X . . . - X X . . X . h xlI
> ' .' : age
i *Gathered his friends in the vl
a.*Great clouds were on the horizon b athered s 1 e
w s W S WSW
S x
X X
X X X X
X D S . X X X X X X

c.* Dwelt they in primitive huts then

w S w
S w S WSW S w S

w S w S

These observations are formalized in (46).

(46) COMPENSATION THEORY. Any stress peak occurring in W must be adja-

cent to another peak in S.

The Compensation Theory i. |
that the latter excludes, but it 1s more acc

d.*War-clubs fell hard on his forehead

s less strict than the Peak Theory, allowipg }ines ‘
urate because there are vanishingly
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few counterexamples to it in the entire poem.

Although the Compensation Theory is an improvement over the primitive
Peak Theory, it is unsatisfactory in a different way: it fails to exclude cadences
that are systematically missing from the corpus, rather than wrongly excluding
attested cadences. To see why, note that if any peak can be compensated by an
adjacent peak, then any linguistic sequence containing adjacent peaks should
be scannable in two ways, depending on which peak is placed in W position
and which peak compensates it. In (47), this prediction is tested out. The
underlined cadences of {(44), which contain adjacent peaks, have been placed in
constructed lines in the opposite relation to the meter—the White Rabbit, for
example, is scanned SWSW in (44a) and WSWS in (47a). (In [47f] I have
substituted Winnepesaukee for Minnehaha to keep primary stress in S in bath
cases.) The crucial fact is that all the shifted lines of (47) represent cadences that
are systematically excluded from the corpus.

(47) Unattested Patterns Wrongly Predicted by the Compensation Theory

X
X X . X
. . x x X . . x X .
a.* At the White Rabbit he aimed i (cf. the White Rabbit)
s W s W s ws w s WS w
X
X X X
X X - X - X . . X X
b.*The tree-tops of ancient forests (cf. the tree-tops)
S WS WS w S W w s W
X
X X X
X X - R X X
c.* Pipe-bearers and an attendant (cf. pipe-bearer)
S WS Ws WS W w s w
X
X X X
X e X X - X CX X
d.*Sounds from afar off of music (ct. afar off)
s W sSW S W SWw ws W
X
X X X
- X X - X - X : X X
e.* The crags fell and far beneath them (cf. the crags fell)
s W S W s WS w w s W
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X
X X X
X . X X X X
X X - X - x - X X X -
f.* Fair Winnepesaukee gleaming (cf. fair Minnehaha)
S WSsSWwWsS W s W W s WS W

The examples in (44) and (47) are quite representative: with a couple of
exceptions to be dealt with later, a given linguistic structure can be scanned in
only one way in Hiawatha, contrary to the predictions of the Compensation
Theory.

To fix the Compensation Theory, one must find out the principles deter-
mining which of two adjacent peaks is placed in S, with the other relegated to
W. The intuitively obvious answer would be to select the stronger stress for S
position. Curiously, this procedure is not followed: in examples (44c—44f) and
(47c—47f), it is the weaker of the two stresses that must be scanned S. The
problem thus seems to qualify as nontrivial.*

The solution I propose can perhaps be grasped most easily through a
metaphor. Imagine that the process of scanning a line from Hiawatha consists
of the following: the metrist writes the line and its grid on a blackboard then
steps back and, with a camera, takes a “snapshot” of every linguistic constit-
uent in the line. Each snapshot is carefully trimmed so as to contain only
material in its own constituent. Applied to line (44c), this would yield the
snapshots of (48):

(48) Snapshots
X
X - . X X
a. An b. attendant c. and d. pipe e. bearer
s ws w s w s w

“It may be worthwhile to address a commonly made objection: suppose that in cases such as
(44c—44f) Longfellow intended the reader to “save” the line by stressing it in accord with the meter
rather than the linguistic structure; for example, in (44c) one would say pipe-béarer and in (44e) the
crags fell. The metrical rules needed to describe the resulting scansions would then be rather
straightforward. [ think it plausible that Longfellow pip intend such distorted pronunciations, but
the problems faced by the metrist are not thereby solved, as Kiparsky (1975) has pointed out. The
difficulty is that distorted stressing is needed only in a certain subset of the lines. There are no lines
in the poem like (45a) or (45d), which could be “fixed” by using the stressings gréat clouds and feéll
hard. A theory that invokes distorted stressings faces the same questions as a theory that does not,
but in revised form: we need to know under what circumstances an artificial pronunciation may be
invoked. The Bounding Theory I develop evaluates normal pronunciations against the metrical
pattern, but it is not difficult to translate it into a theory that licences distorted pronunciations. As
far as I can tell, nothing is gained by doing so.

The Prosodic Hierarchy in Meter

231

X X
‘ X . X X
. : X X .
‘ An attendant 8. pipe-bearer h. and pipe-bearer
| s wWs w W os w S W s w
X
X - . x x

L. An attendant and pipe-bearer
S Ws w s w5 w

Using this metaphor, we can say that a line of Hiawatha is well-formed if and

?}?;yclé;;(:h oft_its S]I‘]}?pShOtS’ considered as a line in itself, passes the test of
ensation Theory. Line (44c), for exampl ’ i
following reasoning: (I) in the , e, boaver, and p <1 bY the
: snapshots attendant, bearer. and
the only peare &, G he sn , er, and an attendant,
position; (II) the snapshots an, and and pi
' ' , , ipe a
::l%nosyllablic, hence contain no peak (see the definition of peak undpefJ [413(;
beare;:ass; e test by default; and (I1I) in all remaining snapshots (pipe-
earer, and pipe-bearer, an attendant and pipe-bearer), the misplaced peak i
pl[: 1s compensated by an adjacent peak on bear, ’ "
o : rtI}ll:t;?a(iebr c?}?. verify, all the other lines of (44) are also correct] y predicted
cat by this account. The unmetrical, made-u li
are all excluded by the theor ’ st lenst e pever
y because each contains at least il
snapshot. These are shown under (4 i i ing the woemed
pentated port s e er (49), with asterisks marking the uncom-

(49) 1ll-formed Snapshots in (47)

X X
X - X X X
a. Rabbit b. tree-tops ¢. bearers
*W S *
W s *wW s
X
. X . X X - .x .
. a{ar €. the crags f. Winnepesauke
*
s*w s w *W s ws w

Pegl)kur—rp;lreooposa'lt t}lllus solves all the problems we have encountered; unlike the
Iy, It has extremely few counterexampl ike

1 . . ples, and unlike th -
pensation Theory, it can correctly distinguish the examples of (44) aidc(zl%

(50) BOUNDING THEORY. A line L of Hiawatha

f:onstituent Cof L, the following condition
in C that occupies metrical

Is metrical if, for every

nditio holds: any peak defined
W position is adjacent to a peak also

defined in C.
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The name of the theory derives from its claim that compensation is bounded:
in searching for a peak to compensate a peak in W, one’s search is bounded
by the minimal category in which the peak is defined.

The Bounding Theory illustrates a principle propounded by Kiparsky
(1975;579): metrical rules cannot be defined on stress pattern alone; rather,
“the most important, virtually unbreakable constraints on meter in English
involve the grammatical structure of the verse, notably the word and phrase
units of which it is made up.” The Hiawatha system illustrates this perhaps
more clearly than any other meter. The same sequence of compensating
stresses in Hiawatha can show up with two scansions that are determined
entirely by the linguistic bracketing. This is demonstrated by the sequences in
(51):

(51 X X
X X - X X
a. [tree tops] of versus pipe-[bearer]
s W S w s w
X
X X - :
Fair [ Minne(haha)]
w s W
X X
XX . X X
b. [afar] off versus the [White [Rab(bit)]]
ws W s w s
X
X X
[the crags] fell
w s w

The Hiawatha system also points out a close similarity between metrics and
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(52) X X
- X X - X X -
a, [canoe]-[bearer] b. [Ahméek] [bit] [it]
ws *w s w s *Woos
‘ s*w s w s *w S w
X X
. X X . . X X .
C. [the bear] [ate him] d. [the crags) [tumbled ]
WS *w s wos *Wwoos
s *w S w S *w S w
X
X X X
CoX X X b X X -
e. [immense] [ pine-trees) f. [great clouds] Lgathered]
w s *wWooos w s *w s
s *w s w s Fw S W

Such cadences are indeed systematica
other cadences that consist of sub
that form an unscannable combin

lly missing from the poem. There are
parts that are scannable by themselves but
atron according to the theory:

i

. stresses labeled S in a tree-ba

phonology: both make crucial use of bounding domains. Both metrical and

phonological rules parse a linguistic sequence into snapshots, and both apply
within snapshots rather than within the sequence as a whole.

3.3.3. THE SCOPE OF THE BOUNDING THEORY’'S PREDICTIONS

Before attempting to hang a further theoretical point on the Bounding
Theory, I will reinforce it by pointing out the range of correct predictions it
makes.

First, the theory predicts that any sequence of adjacent snapshots that ;

require incompatible scansions, as in (52), will be ill formed no matter how it is
scanned, and thus should be avoided.

1

(53) X X
X . . X X P X
a. [F:ed [was [a bear]]] b. [[battering]-[ram]]
W s ws S ws *w
s W5 *w *Ws w S

Thesp, too, are systematically avoided.
Kiparsky (1977) has discov

_ ered that certain sec i
labic words count as metric ol paresses in posy:

ally relevant. Specifically, these are the weak

: sed theory of st i i
or, cquivalently, marke o scd thee y ol stress (Liberman and Prince 1977)

] X" 1n a grid-based theory (Hayes 1983 i
pr9v1des a furthe.r test for the Bounding Theory: long Wyords )-I;Fhls
Winnepesaukee, with metrically re 0E way,

levant stresses s aced i
in th
should be absent from the corpus as unscannable: b © wrong way,

(54) X
X . . X -
Winnepesaukee

S wWs *wsg
*Wsws w

Thls test holds true. Notice that the absence of words with this stress pattérn

s unlikely to be an accident. Owing to its subject matter, the poem abounds
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in long monomorphemic words that, when pentasyllabic, porma'lly reciive glle
Winnepesaukee stress pattern (cf. Hayes 1982). Observe in addition that .e
poem does contain pentasyllabic words that have properly spaced stresses:

X
. X . X . 18
(55) a. And their wild reverberations (1.8)
S W S WS WSWw
b. Symbol and interpretation (1111122;
c. And thef?nterpretation, “Listen! (14.

A particularly interesting case along these lines is the word uninterrupted,
which occurs three times in the poem:

(56) a. Through uninterrupted silence 1(;02(6)3
b. In uninterrupted silence ((1.9 )
¢. One unintervupted level .

By standard assumptions (cf. Chomsky and Halle 1?68 and much later workll,
uninterrupted differs from Winnepesauke_ze in having two weak slt)resses,Or
secondary on the first syllable and a tertlary'on the second. (The a sence )
vowel reduction is a reliable diagnostic in this 'case.) In the scans;t;)é
Longfellow used, the peak in S on the sec'onc_l syllable is able to compensate th

misplaced peak on the first, thereby satisfying the. rules:

(57) X
X X
X X - X
uninterrupted
WS 'wSs w

Boundary Theory is accidental, resulting merely from the statistical norl;nstﬁi
English diction. That this is unlikely is shown in the ver}sle of OtIhe;]So?t?]o\yving
i ded by the theory. In the fo
resence of numerous lines that are exclu . ng .
gxamples written in iambic pentameter, mismatched peaks are marl;e(: with i
asterisks, and the resulting ill-formed snapshots are enclosed in brackets.

(58) Shelley

a. Pursued or shunned the shadows [the clouds] threw (“Tri.un’l,ph
. WS W s W oS w s *w S olefe,_63).
b. In lonesome values, [making] the wild his home (Alastor, 99)
ws W s *w s WS W S .

| composing in more

. . . |
Thus the Bounding Theory can in certain cases predict different metrical i

i i i honetic detail. i
behavior based on fairly subtle differences of phon : o |
eIt is always possible that the absence of lines in Hiawatha violating the

The Prosodic Hierarchy in Meter

235
C. But its own curvéd prow of thin [moonstone] (Revolt of
wSs w S W s w5 *y g Islam 1.23.2)
d. Of [divine] sleep, and on the air-like wayes (Epipsychidion, 195)
w o os*w g W s W s w s
(59) Shakespeare .
a. Yond light is not [daylight], I know it, I (Rom. 3.5.12)
W s w's *wyg W S ws
b. A thousand [raw tricks] of these bragging Jacks (MV 3.4.78)
W s w S *w s w S W s
c. [Beauty] provoketh thieves [sooner] than goid (AYL 1.3.110)
*Ws o wsw s *wW s W
d. More than your Jorce [move us] to gentleness (AYL 2.7.103)
w s w s *W s ws ws
€. At [the wood's] boldness by thee blushing stand (Son. 128)
w s *w S W s w s w g

More surprisingly, even Longfellow violates the Bounding Theory when

orthodox verse forms, The following lines are iambic

tetrameters and pentameters from Tales of a Wayside Inn, composed a few
years after Hiawatha:

1(60) Iambic Pentameter

a. Ground out the Governor’s sixtieth [birthday]
w s w s W osws  *w g
b. To [my *heart’s] level, O my heart’s delight

(*Emma and Eginhard,” 107)
¢. [*Save me] from Azrael, [*save me] Jrom death! (“Azrael,” 20)
d. This somber man [*counted] each day as lost (“Torquemada,” 17)

(“Lady
Wentworth,” 111)

Iambic Tetrameter

e. Torest beneath its old [oak trees] (*Prelude,” 83)
WS W s ws *m g

£ 'Tis [the *monk] Tetzel. I have heard  (“Cobbler of Hagenau,” 94)

8. There comes to me [*out of the past] (“Interlude” 3.6.69)

h. [*Honor] and blessings on his head (“Prelude,” 241)

In his iambic verse, Longfellow seems to have assimilated his practice to
metrical precedent. The effects of his “native” practice, embodied in the
Bounding Theory, are only statistically present. The crucial point is that the

presence of cadences such ag (60) in Longfellow’s iambic verse shows that their
absence from Hiawatha is not accidental.
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The exceptions to the Bounding Theory in the poem are few in number and
of doubtful status. I discuss a few of them here. In some lines we must assume
that the Rhythm Rule has applied to get an acceptable scansion:

(61) a. All the unseen spirits help me (15.118)
b. Some old man, bent almost double (13.224)
c. Of the unknown, crowded nations (21.213)

All of these applications sound plausible to contemporary ears. In this respect
they differ from many cases in Shakespeare and Milton, for which we must
assume (Kiparsky 1977) that the Rhythm Rule had considerably broader
scope in earlier centuries.

Other applications of the Rhythm Rule that must be posited occur within
phrases, rather than within words, and are perhaps more doubtful:

(62) a. Sent forth such a wail of anguish (15.45)
b. Came back from the reedy islands (8.228)
c. Rise up from your bed of branches (5.88)

Several lines containing the sequence verb-preposition-pronoun scan prop-
erly if we assume that Longfellow intended a pronounciation in which the
stress on the pronoun is subordinated to that on the preposition, rather than
vice versa (see Selkirk 1972 for a discussion of these free variants):

(63) X
X X
X . X X . X X . i
a. Not a woodchuck could [ get [through them]] (6.125)
S W s w s w s w
b. From the sky the moon looked at them (10.268)
¢. Onaway! My heart sings to thee (11.157)

In (63a), for example, the peak on through compensates the mismatched peak
on get, making the line acceptable. This move also allows us to maintain as a
general rule for Hiawatha that the seventh position is always filled with a
stressed syllable. The only possible exceptions to this rule are the doubtful
cases having the form of (63).

The ultimate number of exceptions to the Bounding Theory depends on
how far one is willing to supplement the strictly metrical analysis with more or
less plausible assumptions about Longfellow’s pronunciations and linguistic
structures. With a few additional such assumptions, which I will not discuss
here, the hard core of unexplainable lines reduces to about seven, listed in (64):

(64) (Introduction, 105)

a. Over [stone walls] grey with mosses
b. Touch God’s [right hand] in the darkness

c. [But you,] Bear! sit here and whimper (2.54)

(1.97) :
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d. Wrestled [all night] with the North-Wi
. -Wind
e. [Big words] do not smite like war clubs (Sgég)
f. [Take heed] lest his beams Jall on you ( 1(2 .245)
8. Gathered [wild rice] in the meadows (1'3 18;

Inacorpus of 5,409 lines, [ would ar

gue that asetof e i i
not strongly threaten the validity of resprions this small does

the analysis. Even if weaker assumptions

34. Bracketing and the Bounding Theory

The Hiawatha analysis can se

. , rve as a to inaui
its metrical rule, the Bounding T ol for further Inquiry because

heory, is a diagnostic for bracketing at all
rule, T have deliberately left open whether

{65) Clitic Cadences
Syntactic Bracketing Prosodic Hierarch
; yx
. X X .X X
a. [nthe [y great lakes]] Lr [c the great] [ lakes]]
S WS WS w
X X
. k X X .X X
- Lpin [y grear Sfocks]] [p [cin grear] [ focks]]
s woos WS w
X X
' h. X X X X
¢. [s that [y. old '
s ‘ N ' f:uds] o] Le [c that old] [c feuds]]

W s w




Bruce Hayes

238

It is clear that in a clitic cadence, the snapshots referred to by the Bounding
Theory will differ depending on whether they are based on syntactic or
prosodic structure. To accommodate the “inner” snapshot in each case, the
contradicting scansions shown under (65} will be required. (In the “outer”
snapshots, compensation permits either scansion.) Thus by examining how
clitic cadences are metrically positioned in Hiawatha, we can find fairly direct
evidence for which form of bracketing is being referred to.

The results of such an examination strongly support the claim that it is the
Prosodic Hierarchy that is metrically relevant. Of the 199 clitic cadences in the
poem, 165, or 82%, occur in WSW position. Such a distribution is, I believe,
unprecedented in English metrics: all other poets prefer SWS, often by very
wide margins. This follows from the fact that other poets use metrical rules
quite different from the Bounding Theory (cf. Hayes 1983 and below).

The facts of Hiawatha thus provide strong statistical support for the
Hypothesis of Phonological Metrics, in that the rule must refer to prosodic
rather than to syntactic bracketing in the crucial cases. However, the existence
of a minority of lines (34/199) that go against the theory is disturbing. These
lines are worth examining carefully: it turns out that more detailed analysis, in
fact, provides [urther support for our conclusions.

If one breaks down the 199 clitic cadences of Hiawatha by syntactic struc-
ture, an asymmetrical distribution appears. Specifically, if the clitic cadence
has the syntactic structure determiner (article or possessive pronoun) + N/,
asin (66a), then the WSW scansion is preferred by a very strong 90.4%; major-
ity. If the structure of the cadence is P + N”, or Auxiliary or Pronoun + V”,
then the preference for WSW over SWS (60%,) is greatly reduced. Finally, if
the initial clitic is a complementizer or conjunction followed by a clause, the
eight attested cases scan unanimously as SWS. These facts are summarized

under (66):

(66) Preferred Scansion of Clitic Cadences in Hiawatha
' a. Determiner From the great lakes of the Northland
(Art, Poss Pro.) w s w (Intro, 12; 150 cases)

+ N’
Qver the round ears, that heard not
s W s (2.22, 16 cases)
b. P+ N” And in long lines waving, bending
Aux + V” ws W (21.117; 15 cases)
Subj. Pro + V”

Flying in great flocks, like arrows
s W s

(21.113; 10 cases)
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c. Comp + S (So that old feuds mi
. might be settled ;
Conj. + S W s w ) (fl(c))ncse:gg:)t,
That old feuds might be forgotten (10.54; 8 cases)
s w s ’

ons are equally frequent.

Finally, in (66¢) there es,S,N”, and N h th
s I, yan I,Wit the

are three intervening b i
! oundar
SWS scansion prefer : l

red unanimously,

(67) a. the [ great lakes
b in [y [n great flocks
C. that [ [n [y old Seuds

po'sl;};l;silistystematlc Ya}r}iation clearly needs to be explained. There are two
165. one might modify the Boundin i .
litie: . g Theory in some wa
pos _ to tak
Sza;eslic(:;f ;ielgerfr:jc? Into account, or one might propose that the diffgrences il?
€ct diilerences in prosodic struct iti
e ( | _ ' cture among clitic cadences,
er choice, which retains the Bounding Theory intact, turns out to be];::

p

(68) CuriTic Group FormaTion (modified). Adjunction of clifics to hosts in

English ; . . L
thegnljh 1; optional. T}?e propensity to cliticize is inversely related to
mber of syntactic boundaries separating clitic from host

+ The lconsequences of (68) are as follows. In case
| ,[nNg f);etIEN.ttatll trees]], cliticization is strongly preferred, so that the left branch
; ut structure [ [¢ the tall] [ trees]] is favo , iticizati -
b ' red. If cliticizati -
; ;::E;at“){ff?l]s to apply,'the ternary structure [, [c the] [c tall] [ tr::s]ej)l((:;ﬁl
: roo O.Ut \;vo boux?darles follow the clitic, as in Lo in [n [ tallctrees]]] the
o ou p]:;te[Pt}E;:’;f[?,ilgs[C treesil;l ‘a.nd (e in] [p tall trees]] are more equ’a[]y
- . . rescapes cliticization, it cannot adjoin to the f i

lf)’oil;zase_ befcause it is (_)gtsxde the maximal projection N”. Finallyoilll’ot‘ivllrr;g

artes follow the clitic, th'e right branching option [[ that] [p tc;ll trees]]e
ching [ [ that tall] [ trees]].

s with one boundatry, as in

is favored over the left bran
Given these predictions
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in prosodic constitu- ability to cross bridges, behave more like single words than any other kind.
Whether the differences between two and three syntactic brackets also has
metrical consequences cannot be determined from their article.

(69) a. One boundary: Favored structure Disfavored structure More important, there is evidence from English itself that (68) is correct. I

among them, result from the variations and preferences
ency. This is shown under (69):

X X present two arguments. A useful source of evidence for phonological phrasing
X X .o XX in English is the division of poetry into lines. Line boundaries normally coin-
[[the tall] [trees]] [the tall trees] cide with relatively high-level breaks in the Prosodic Hierarchy, such as that
e w s w s w8 . between Utterances or Intonational Phrases; such cases are what we would
Scansions: .5 ) . : )
i = disfavored s confidently classify as - nes. Poets vary in how stric ey ob-
= favored scansion disf d scansion fidently classify as end-stopped lines. Poet h trictly they ob

serve this tendency; in Pope, for example, lines typically begin and end at the

b. Two boundaries:  (Structures about equally favored) edges of Utterances and Intonational Phrases, and only occasionally at the

i
X i | juncture of mere Phonological Phrases. In contrast, Shakespeare employs a
.oX X . x” ees]] ! far greater percentage of runons, in which the line boundary coincides with a
[in tall] [trees]] [[in] [tall tree less significant break in the prosodic structure. These differences in line bound-
Scansions: W s w § wos ary placement can serve as a diagnostic for the structure of Clitic Groups.
(Scansions about equally favored) A useful preliminary case to consider is that of Milton’s mature verse. This
. favored structure poetry contains some fairly dramatic run-ons, in which a line ends in the
c. Three boundaries: Favored structxure Disfa . middie of a Phonological Phrase:
' X X . X X (70) a. Now in loose Garlands thick thrown off, [p the bright
[[that] [tall trees]] [[that tall) [trees]] Pavement] that like a Sea of Jasper shone
Scansions: s w S w s w (Paradise Lost 3.363-364)
ca ' — favored scansion = disfavored scansion b. Eternise here on Earth; [ but those elect
hvpothesis that metrical rules refer to the Prosodic Hie'rarchy and . f;’fe"rl:gnc‘;";z;‘;‘;zr’:’;f’h;’;‘:er {zl’Zfd”E Itvei‘tlz ;Qre (PL 6.374-375)
?hlleu;stst.‘linp};?oon aebout cliticization under (68) toge(;her make the right predic- | Amber], and colours of the s‘how’ry /Zrch. (PL 6.758~759)
. 1d scan clitic cadences. _ 5 d. To Jud X
tions about how angrﬁllow Szgi‘; argument, of course, is any independent S;’r Zntg]?';z;t Zebliz ‘;zeede‘zl[l'tont“ a;c“sed (PL 10164165
What 1s mlsls'lng n tthe tpié; hySothesiS of (69) is true. As far as I can (4 g , unable to transfer .164-165)
reason for believing tha

) iy hip in English  However, despite this freedom Milton does not go one step further and split
. tests for Clitic Group members | ever, de: i . i
determxr:fa_ thze 2p;;0x§:$cgl;?é rf;t sensitive enough to bear on the question.  possible Clitic Groups between lines, as in cases such as (71):5
described in 2.2.2 2 ' e
indi i be found. First, the patterning o
However, more indirect evidence can e e nees
i ge of pr
i h (Morin and Kaye 1982) shgws precisely : . er |
;)reljiriz?:d b(y (68). Liaison is obligatory in determxner;ztc:pt;olx;al 1:§r\z;;o:51;1uomnz
liaries, a i lementizers. This Ioliow
d auxiliaries, and marginal for comp e as
Eti‘:at adjunction into a Clitic Group1s a necess’gry copdmon fokr 1;a;s;):ppons
Second, the evidence from metrical “bridggs’ in ancient Gree ) 291853) suppor E
at least or;e of the predictions of (68). As Devine an(‘i _Stephens ( e th,é
Greek the combination article + noun forms Clitic Groups , .

*To Judgement he proceeded then [ on the
Serpent] though brute, unable to transfer (construct)

Actually, a handful of lines do involve a split Clitic Group, but in every case the clitic [ollows
rather than precedes its host:

7.') Of difficulty or danger [ could deter
Me] from attempting. Wherefore do I assume (PL 2.449-450)

go either way in this structure, SWS is only 2'possiDe;

i ensation can . i
*Notice that becauss 2o 11y reinforces the effects of near-obligatory ‘3_.11'“9‘25

scansion, not a required one. This statistica
in articles.
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. < lat
The crucial cases for our purposes are founc.i in Shake_speare. In ;lzslfhz
plays, Shakespeare sometimes ends a line in a clitic word, as in cases suc

following:

(72) How much you were my conqueror, and that

d, made weak by my affection, would )
Jgge;‘t?ron ;ll cause . . . (Antony and Cleopatra 3.11.66-68)

j i iti be cut off by line boundaries is
A study of just what kind of clitics can _
revsealing. AsJ Kiparsky (1975) and Flynn (1979) n.ote, Shakespear.e never splclct:z
off articles from the words that follow them; that is, there are no line sequen
in Shakespeare like (73):

(13)

*How much you were my conqueror, and my
Sword being weak by . . . (construct)

Note that articles are the clitics that are separated frorél tl.leirf;zggn:rz;ltk;l(;srtz:s{
ding to the hypothesis 0 , ;
only one boundary and thus, accor . e e
iti jot ts the following hypothes
likely clitics to be adjoined. This sugges ' po! he
ikeli iti i he end of a line by Shakespea
likelihood of a clitic being stranded at the ¢ 2 e
1 i < likelihood of being adjoined to a Clitic p.
inversely proportional to 1ts likelihoo ! o e of all the
tested this hypothesis further by condugtmg_a comp ’ :
Ei‘:ﬁg:ﬂ clitics in Antony and Cleopatra, which yielded the following results:

Number of Cases in Antony

ic Boundaries
(74) Number of Syntactic Bou S rcopaira

Following Clitic

0

1. articles o o
2. prepositions, auxiliaries,

subject pronouns 26

3. complementizers, conjunctions +
clause

Initially, the count looks as though it does not confirm the hypothesis: the
umbers should have been something :
?here is an independent explanation for this: when wi;oturﬁtitzlsefgﬁgnvb)gé g;
iti i je, it turns out that ¢
clitics of each type in the play as a who . o
i i times as common as clitics follo
two syntactic boundaries are about fgur /e
by thz,ee. After suitable statistical adjustments, T(/jehcan Zay thgt}k;agnﬁls?lftg
the numbers wou ave been, 0, 31,
types been of equal frequency, _ om0 oweon
tively. Thus the statistic
one, two, and three boundaries respec th _
the number of syntactic boundaries followed a clitic and its tendency to be
stranded is validated.
Under our theory, . : rdl;
assume the following: Shakespeare requires a line Eoundatry(/ftcr) ;l?rlgf,lsdez 2;
i like Milton, does not {f0
least with a P-phrase boundary but, unlike ! ' |
line division) require clitics to be always adjoined to their hosts. This allows the

like 0, 26, 60 rather than 0, 60, 26. But .

the correlation can be explained straightforwardly. We

The Prosodic Hierarchy in Meter 243

effects of the principle in (68) to become apparent: the more syntactic
boundaries that follow a clitic, the less likely it will undergo adjunction, and
the more likely it will appear stranded at the end of a line.”

The evidence of line division in Shakespeare thus supports the hypothesis of '
{68) about how syntactic boundaries influence the formation of Clitic Groups.
By assuming (68), along with the general relevance of the Prosodic Hierarchy,
we can establish a connection between two completely different phenomena:
the scansion of clitic cadences in Hiawatha and the stranding of clitics at line
end in late Shakespeare. The clitics that favor WSW scansion in a Hiawathan
clitic cadence are the same as those that cannot be stranded in Shakespeare,
and the clitics that Shakespeare strands most readily begin SWS clitic
cadences in Hiawatha.

_ Finally, there is independent evidence from Hiawatha itself that supports
| the principle (68). Consider cadences such as the following:

\ (75) a. To the land of the White Rabbit
|
|

(2.221)
b. They have saved me from great peril (8.206)
c. Drew his neck in, and looked downward (17.242)

These cadences resemble clitic cadences, except that they have an initially
stressed polysyllable, whereas clitic cadences have a monosyllable. I will refer
to them as “polysyllabic clitic cadences.” Now under the Bounding Theory,
polysyllabic clitic cadences should be metrical only in SWSW position and,
| furthermore, only if the option of not adjoining the initial clitic is taken. To see
! why, consider the two possible structures for the sequence the White Rabbit:

- (76) X
. X X .
a. [p [cthe White] [ ¢ [w Rabbit]]] (the cliticized)
s *w s W
w ] *w s
X
. X X .
b. [p the White [\, Rabbit]] (the not cliticized)
s w S W
w s *wos

If the is cliticized to thte, as in (76a), then the structure is equivalent to the
form in the crags tumbled, under (52d). Because neither peak is able to

"In contrast, the P-phrasing rule (28) applies obligatorily in Shakespeare. This has two
! consequences. First, unlike Milton, Shakespeare does not divide lines between adjective and noun,
. asin (70). Second, the rule predicts correctly that the prohibition on stranding articles at the end of
- a line should be absolute, not statistical: if an article escapes cliticization, it still belongs to the
' same P-phrase as its head and thus cannot be split off. The Prosodic Hierarchy theory therefore

" can account for Kiparsky's observation (1975:606) that Shakespeare and Milton each allow line
divisions that the other would forbid.
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compensate the other in such a sequence, it is unusable. The only way to use a
polysyllabic clitic cadence is to suppress cliticization (as in [76b]) and scan it
SWSW. This enables the peak on Rab to compensate the peak on White in all
constituents in which the latter peak is defined. SWSW is indeed the only
scansion of polysyllabic clitic cadences found in the poem.

This reasoning leads to a prediction: if polysyllabic clitic cadences are
usable only when cliticization has not applied, then the population of clitics
with which they begin in Hiawatha should be weighted toward those clitics
that, according to principle (68), particularly resist cliticization, that is, the
two-boundary clitics and especially the three-boundary clitics. We can check
this by comparing the distribution of clitics among polysyllabic clitic
cadences with that among monosyllabic clitic cadences scanned WSW be-
cause, by parallel reasoning, the latter should favor the one-boundary clitics,

(77) Type of Clitic Type of Clitic Cadence
WSW Monosyllabic Polysyllabic
. boundary 150 (91%) 45 (62%)
2. boundaries 15 (9%) 16 (22%)
3. boundaries 0 0% 1L (15%)

The predicted skewing of the clitic distribution does indeed show up, thus
providing additional validation for the principle (68).

Let me now review what these arguments imply. What made them neces-
sary was the existence of about thirty-five clitic cadences in Hiawatha that
appeared to scan according to their syntactic structure rather than their
prosodic structure. Because the Hypothesis of Phonological Metrics predicts
this to be impossible, we explored an alternative: the deviant cadences rep-
resent deviant phonological bracketings, induced by the principle (68) that
governs Clitic Group formation. This move turned out to pay off; principle
(68) has several good consequences in other domains: it predicts the variable
application of liaison in French, the special status of articles in Greek metrics,
the division of lines in late Shakespeare, and the patterning of polysyllabic
clitic cadences in Hiawatha. Ultimately, the thirty-five deviant clitic cadences
are not counterexamples to the theory; the supplementary principle that was

needed to account for them turns out to have its own explanatory force. The i

Hypothesis of Phonological Metrics is confirmed by them, just as it is con-
firmed by the rest of the Hiawatha system.

3.5. Toward a General Theory of Phrasing in Meter

In this final section I examine some metrical rules other than the ones
employed in Hiawatha and try to show that although the evidence for the
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p . .
T}rl(;sgdlc' Hx;:rgrcl}y frqm t.hese rules is less direct, it is ultimately just as stron
asic claim is this: in poetry other than Hiawatha, the implicit rulegs.

involved evaluate the sna shots diff i
of the prerlua Hieramh;; Uterently, but the snapshots are still domains

I a?so try to show that the Prosodic

reégif;ltizstes, I atsspme that metrical rules refer to the notion of peak: they
a certain metrical S position be filled wi .
| ( . ith a peak or, convers
(and more frequently), that a certain kind of linguistic peak occupy metrica?lg

i s

the second peak in (78),
(78) |

but not the first:

X

. X X .
Le [c [w the] [w fierce]] [¢ [, tiger]]1]]

RIGHT EDGE RULES apply to rule out structures of the following form:
(79) [b-.. Peak]

W

In (79), “D” is a specified prosodic d

78 omain, * 7 i i
posttion defined within D, and «, . alincladed g n metrical W

.”is material included in D that the rule may

80 [, Peak.. ]

l

w

where 13 RT3 ” « ”»

where 5::11(, D,” and “, . . are d.eﬁned as before. The difference here is that

mem_cgal Ies, r.ather. than forbidding a specified cadence, may overrule other
rules, licensing cadences that would otherwise be ill-formed
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These three rulc types are intended to be an exhaus.tive ty{)oloagy‘;)eflgﬁz
ways in which metrical rules may refer to bracketing. A given .rube I‘tI;] gbound_
to more than one type: for example, 1 discuss below a;.ulettlhat is a;) o eEy o

' that this three-w
i d a right edge rule. I would argue : (
lsrﬁ);r)glri;in by thge evidence in that all the metrical rulei prqpczs:;ictlsrl\vtittl;
1thi mits i ifies. Further, the typology 1nte
i ture fit within the limits 1t specifies , log o
181:132“‘?: Strict Layering Hypothesis to malfe .strong predlcuon(sj %botlgtev:; aztla
poets will and will not exclude. These predictions are confirmed by

I have seen so far.

3.5.1. BOUNDING RULES

A particularly clear example of a bounding rule was pointed out by

e
Kiparsky (1975), following work by M_agnuson and Ryder (1r9lZc(l),\;,9’$})l.elnnitthis
metrical system of Shakespeare, a 1SN peak may be scan ity
defined within a Clitic Group, as in (81a)_. This caden(;:'(—:'xs holl)d e
disruptive and is found quite frequenltly. if other con (;tlonlshe ol e
tion 3.5.3). But a rising peak defined within a Word renders _

cal; compare Kiparsky’s construct (81b):

(81) a. Pluck [ the keen] teeth from [c the fierce] tiger’s jaws

(Shakespeare, Son. 10)

i tigers’ jaws
b.*Pluck [, immense] teeth from [w enraged ] tigers' ) iparsky 1975

i he cases covered by inversion
holds for falling peaks. If weleave o'u_t the ¢ .
(Tsl;i;zr:; 1), falling peaks defined within a Clitic Group are at leazt'margmally
acceptable, but falling peaks defined within a2 Word are illformed:

(82) a. Orhow[c haps it] I seek not to advance

b.*They are [w hoping] I seek not to advance (construct)

oy a bounding rule, based on the category

Thus Shakespeare appears to empl ule for both

Word. Leaving inversion temporarily aside, we can formulate the r
(81) and (82) as follows:

(83) The correspondence Peak,

Word, is ill-formed.
W

j but for a large number of -
The rule under (83) holds not just for Shakespeare e o (1977

domain Word.

(Slb) ‘ul:j(BZb) :Lllj

English poets. Owing to its prevalence in English rr.xe}t:lcst,he
coined the term “lexical stress” for a peak defined within

In general, a special
examile, to my knowledge there are no poets for whom

(Shakespeare, IH63.1.31) -

where Peak is defined on the domain |
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be well-formed lines and for whom (81a) and (82a) would be ill-formed. It is
worth asking whether this observation is accidental or follows from more
general principles. I would argue that it follows directly from the nature of
bounding rules, together with the Strict Layer Hypothesis. Because prosodic
categories are strictly layered, any two syllables that occupy the same Word
necessarily occupy the same Clitic Group, the same Phonological Phrase, and
so on. Therefore, any bounding rule that rules out peaks defined on the Clitic
Group necessarily rules out peaks defined on the Word as well. More gener-
ally, a bounding rule that forbids peaks in W defined on any given prosodic
category must also forbid peaks in W defined on all lower categories. It thus
follows from our hypothesis that whereas it is possible to have a metrical rule
that would rule out (81b) and (82b) but not (81a) and (82a), it would not be
possible to have a rule that went the other way.

The “Bounding Theory” for Hiawatha represents a bounding rule that
applies on all levels of the Prosodic Hierarchy. In Hiawatha, a2 peak defined
within a given prosodic domain may not occur in W, unless it is compensated
by a peak that is defined on the same domain.

3.5.2. LEFT EDGE RULES

is, they render inoperative the constraints imposed by other metrical rules

' when a peak is initial in some domain. Thus in Shakespeare, the ban on lexical
stress peaks in W is lifted if the peak is initial in its Phonological Phrase
(Section 3.1). The rule may be stated as follows:

L (84)

i Left edge rules license inversions at the left edges of prosodic categories; that
1

A peak has special license to occur (overriding other rules) when in
the environment / [,

However, a complete account of inversion turns out to be somewhat more
complex. A syllable that begins a P-phrase often begins an I-phrase or
Utterance as well. These prosodic categories also play a role in inversion, as we
will see.

As evidence, consider the line-internal lexical inversions in Romeo and Juliet,
which number forty-seven by my count. All forty-seven inversions meet the
requirement of rule (84); however, most of them exceed it. For example,

: eighteen of the inversions occur initially in an Utterance, as in the following
. examples.

(85) Good night, good night! Parting is such sweet sorrow

(2.2.184)
Hark how they knock! Who's there? Romeo, arise; (3.3.74)
But soft! What day is this? /| Monday, my lord (3.4.18)

Of the remainder, 23 are in positions that would normally count as the
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l)egl“n“l of an hl ()Hat ona I h[ ase. tJ()te tllat ina l 0{ the Cxalllples below
g f t 1 1 n 1 s
n

(86) a. Vocatives (6 lines)

; 1.5.16
Welcome, gentlemen! Ladies that have their toes ((3,2.38))
We are undone, lady, we are undone! _

tause Boundaries (8 lines) . , 4.5.73)

: i:duweep ye now, seeing she is advanc d ((5_3.80)

Or I am mad, hearing him talk of) Juliet

. Dislocated Constituents (5 lm-es o Prol, 8)

) D:)Sth with their death bury their parents s’trge h ((3,2.108)
Some word there was, worser than Tybalt’s deat

d. Lists (4 lines) (2.5.17)

Unwieldy, slow, heavy, and pale as lead (3.5.182)

Of fair demesnes, youthful, and nobly liened

. . nd
Two inversions occur at the NP-VP break, which accordl'ng to Nespor a
Vggel (1982) may optionally induce an I-phrase boundary:

] 53.19)
What curséd foot wanders this way tonight (

How oft tonight
' ?
Have my old feet stumbled at graves! Who's there:

satisfy just the minimal condition that an

87
" (5.3.122)

There are only four lines that
inversion begin a P-phrase:

(2.1.34)

Now will he sit under a medlar tree 3.5.112)

(88) I Sv‘ill, and know her mind early tomorro:iv ” ((5.3.55)
Can vengeance be pursued further than death’ (53137)

As I did sleep under this yew tree here

i i skewed from what one would.expect,
T'he e tat (t)'k;taal‘giesctiriabrjti)e: gét:}{terance beginnings, I-phrase begmmnfsz
A Sti;tl_s 1the jine. For example, based on a rough survey, Uttt'eiz'icnan
and i o on s are ab.out three times as common as would be sta 1sr;on%
mlt:l!t;vcarxslzn;-phrase initial inversions are only one fourth as com .
exp )

—_

For COlllpallSOH, 1 COUllled _)UIlCUHC "ypes m the first one ])Ulldled lines of Rom. 35’ counting
y P ns S hes ( S S/ S/ S S) aus! Y
on the osition maxke(l with lashe: W W W W W because these are b far the

i i lows:
most common medjal inversion sites. Results were as fol

Sample (n = 98) Iaversion Sites (n = 47
(i)
o 380u
Edge of Utterance 135, 5302
Edge of I-phrase SLOA, o
Edge of P-phrase 36%
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Thus for Shakespeare we might write a “fuzzy” metrical rule as follows:

(89) A peak has special license to occur in W when in the environment
(b . Acceptability depends on rank of D:
w C P I U
* *  worse < better

[ have found that similar rules hold for the Sonnets, for Julius Caesar (Hayes
(1983:374)), for a 7,500-line sample of Shelley, and for Milton.

These observations support Youmans’s (1983) claim that metrical well-
formedness is often gradient, because there is no obvious dividing line be-
tween acceptable and unacceptable inversions. The observations also show
that the gradience is STRUCTURED in accordance with the Prosodic Hierarchy:
the lower the category on the Hierarchy, the less it is able to sanction an
inversion.

This link is an intuitively plausible one, but it is not a Jogical necessity. One
could imagine, for example, a poet who placed inversions at the beginnings of
I-phrases but not at the beginnings of P-phrases or Utterances. The virtue of
the format I have proposed for left edge rules is that it predicts that such a
system could not exist. This follows from the Strict Layering Hypothesis:
because any syllable that is initial in an Utterance is also initial in an I-phrase,
any rule that invoked the left edge mode to sanction inversions initially in an I-
phrase would also sanction Utterance-initial inversions.

This example illustrates a twofold connection between the behavior of
phonological rules and metrical rules. Just as with phonological rules, if a
metrical rule applies next to a given juncture, it applies next to all stronger

junctures (cf. Section 2.1). Second, metrical rules refer to the Prosodic
Hierarchy in gradient fashion. As noted in Section 2.2.3, phonological rules
sometimes refer to a range of prosodic categories, applying in one category as
the normal case and in other categories only in casual speech. Metrical usage
appears to have no analogue of the careful versus casual speech distinction.
But the same gradient reference to the Prosodic Hierarchy still shows up,

reflected in metrically simple versus metrically complex (hence, common vs.
rare) lines.

. 3.5.3. RIGHT EDGE RULES

Right edge rules are perhaps the most interesting of the three types because
they have apparently gone unnoticed in the traditional literature. A right edge
rule is negative in character, forbidding peaks in W that occur at the right edge
of some prosodic category. As an example, let us consider in detail a rule for
Shakespeare discussed in Magnuson and Ryder (1971), Kiparsky (1977:205-
211), and Hayes (1983:382-384), using the Sonnets as data. The cadence at
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issue is the sequence “stressless-stressed” (. x on the grid) occurring mis-
matched in SW position. It is well known that such cadences are normally
followed by a stressed syllable, so that a “stress maximum” (Halle and Keyser
1971) is avoided. I will not formulate a rule for this, however,? and will focus
instead on an apparently independent JUNCTURAL restriction on the .x
cadence: it may not appear at the right edges of high-ranking prosodic
categories, even when a stressed syllable follows.

Here is some evidence. Scanning the Sonnets, I found 24! instances of . x in
SW position and classified them according to the phrasal break (or lack
thereof ) following the mismatched peak. In 194 cases, or 809, the mismatched
peak would obligatorily be nonfinal within its Phonological Phrase, as in the
following examples:

(90) X
. X X

With beauty’s treasure ere [ p it be self-kill’d ] (Son. 6)
W S W S W S§ WSW §

[p By their rank thoughts] my deeds must not be shown (Son. 121)

What e’er thy thoughts [, or thy heart’s workings] be {Son. 93)

Yet do not so, but since [p I am near slain] {Son. 139)

In thirty-six additional examples (15%), the peak in W is medial in its P-
phrase, provided the option of adjoining a nonbranching complement to the
head is taken (cf. Section 2.2.3):

(Son. 83)

91) When others [p would give life] and bring a tomb
(Son. 119)

O benefit of ill, now [, [ find true]

There are only eleven cases (4.6%;) in which the cadence occupies the right edge
of a P-phrase:

(92) Against that time, if ever [ that time] come (Son. 49)
[¢ Give my love] fame faster than time wastes life (Son. 100)
Alas, ’tis true [p I have gone] here and there (Son. 110)

In all of these, the peak appears not to be final in its I-phrase, judging by the
naturalness of placing an intonational break after it. There are no cases at all,
then, of . x scanned SW at the end of either an I-phrase or an Utterance.
The constraint on phrase-final . x in SW thus acts as the mirror image of the
conditions on lexical inversion. We can write the rule involved as a right edge

®The correct formulation of the rule, whatever it is, must take into account a fairly large set of
apparent counterexamples; cf. lines such as (82a), also Kiparsky (1975:592, 1977:212).
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rule:
93) [... .xJpisdisfavored. Acceptability depends on rank of D:
w
C P 1 U
better worse * *

H.ere again, we have a rule that
with the Prosodic Hierarchy.
Other poets have different ri
( ght edge rules. In Milton’s mature
((:I;i;t):irsky 1977.:210; Hayes' 1983:377), the right edges of I-phrases ma;ilr;ft:
o fx:oz;np;ﬁl;k]:s;\e/, even xfliihe preceding syllable is stressed. Thus the line
1), are, would represent an aberrant line ¢ i i
ype in late Milton.
Milton does place the same sequence at the right edge of P-phrases, as l(9:1)1131)

applies gradiently, structured in accordance

shows.

(®4) a. [, To do a great righ ;
ght], do a little wrong (Shakespe
b. Drew after him [, the third part] of Heav'n’s Hostp are MY4.1.216)

(Milton, PL 5.710)

Shelley’s metrical practice at right edges is looser than either Milton’s or

Shakespeare’s because h i i
e occasionally writes lines with i i
I-phrases or even Utterances: ' X peaksin Weending

(95) And they fled, scattering— Lo! with reinless speed
. . . (The Revolt of Islam 6.19
Like a child, half in tenderness and mirth (*The ({uesti’gn ? 23
;"]i?zou darest to speak — senseless are the mountains (“Hellas > 47.5)
en was heard— “"He who Judged, let him be brought” ’
(The Revolt of Islam 5.32.1)

gSr:efrzzlscEOIr(isjilar;ky l1197d7:211). However, this does not mean that right edges
_ elley; he does impose a right edge constraj i
Note fest thet S 40 : g straint on lexical stresses.
y differs from Milton or Shakes eare b i
. . O
allowing word-final lexjcal stresses in SW position, aspin the l);ne(s:c(??l?;;liz

(96) Are de.at'i, indeed, [, my adored Nightingale!] (Epipsychidion, 10
p A dwme.presence] in a place divine (Epipsychidion ’135)

[p She replied earnestly: 1— “It shall be mine” (Revolt of Isla 2,38 |

The battle [, became ghastlier]—in the midst e

(Revolt of Islam 6. 16.1)

XON t : .
Slressle(s)seix;htgtlm ::’e examples of (96), the misplaced iambically stressed word has a completel
1977 ttial syllable and, by standard assumptions (cf. Liberman and Prince 1977- K'p e

:220), could not be made metrical by applying the Rhythm Rule to jt » Riparsky
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However, the . x peaks involved must never occur finally in the P-phrase; lines
of the type shown in (97) are missing in Shelley.

(97)  *The dead [, might adore] songs of N ,ightinga‘les” (construct)
*[, She replied]— "Ernest, it shall ne'er be mine (construct)
*But what the battle [» became] horrified us (construct)

Thus in Shelley, we appear to have a rule that is simultaneously a bounding
rule and a right edge rule:

(98) The cadence [ ... Peak]p, where Peak is defined on the domain
Word, is ill-formed.
w

This rule suggests that the “onc-domain-only”'co.nstraint on.meFlncal rllllle;;
that 1 proposed in Hayes (1983:366) is too restrictive becaus_e it fails to allo
for rules that refer both to an edge and to a bopndlpg domalr_x.

A final example of a right edge rule is found in MlllOr.l. In his matur;: verts;,
Milton will, on rare occasions, place a lexical stress in W, even w en the
conditions for inversion are not met. Some examples are as follows:

99) Universal reproach, far worse to bea.r ( I()I;L66822;
Burnt after them to the bottomless pit o 3 )
And Tiresias and Phineus prophets old ( .

In the bosom of bliss, and light of light (Paradise Regained 4.597)

As Kiparsky (1977) discovered, these lexical misma.tche§ never im{olve ége
final stress of a word; that is, there are absolutely no lines 1n Milton like (100):

(construct)
(construct)
(construct)

(100)  *He decreed a reproach far worse to bea.r
*Burnt after them who denied the deep pit .
*What remained of their bliss, and of that light

This suggests that Milton employed a right edge rule based on the domain
Word, as in (101):
(101) The cadence [ . .. Peaklwora IS ill-formed.

W

same rule applies to the iambic poetry of Hopkins, v_vho modc_led this
::;ect of his veliSe after Milton (Hopkins }948 :'7). Notice the dll’gerencg
between Milton’s treatment of mismatched 1amb‘1cally.stress§d wo(ri s an1
Shelley’s: Milton forbids them in all positions by invoking a rl_ght e gehrupe
based on the Word; whereas Shelley limits them to nonfinal position in the P-

The Prosodic Hierarchy in Meter 253

phrase by invoking a right edge rule whose rank is P-phrase, but which also
contains a bounding condition restricting the rule to lexical stresses.

3.5.4. EVALUATION

The typology of left edge rules, right edge rules, and bounding rules
encompasses all the metrical rules I have seen proposed in the literature. Given
the embryonic present state of metrical investigation, this is perhaps not
surprising, but it is encouraging. If counterexamples to the typology exist, it
should be easy to identify them; these would include rules that assign extra
metrical strictness to left edges or extra laxness to right edges, rules that apply
only if the relevant configuration is not next to an edge at all, and “anti-
bounding” rules that apply to sequences specifically required not to be in the
same category. So far, none of these has turned up.

The other way in which the typology can be validated is if it can add insight
to the description of individual metrical practice. As a final argument I will
present a case of this sort.

The case involves the interaction of three factors: the rules for P-phrasing in
English, listed in (28); the left edge rule for Shakespeare under (89); and the
right edge rule for Shakespeare, (93). Recall that, according to the Rhythm
Rule evidence, the complement of a head may be adjoined to the head to form
a P-phrase only if it contains just one Clitic Group. If the complement
contains two Clitic Groups, it must form a P-phrase on its own. Recall also
that the P-phrase forms a crucial dividing point for both the left edge rule
and the right edge rule: inversions are minimally acceptable only if they begin
a P-phrase, and . x cadences become relatively ill-formed if they are final in a
P-phrase. The syntactic locations that allow inversion after them and the
syntactic locations that allow the . x «» SW correspondence before them are
therefore in something close to complementary distribution. Combined, the
phrasing rule and the two metrical rules predict that some fairly subtle
differences in linguistic structure can produce large differences in metrical
acceptability. '

As an example, consider the following line from the Sonnets:

(102) X
X X
.OX . .OX X . D
We sicken [ to shun sickness] when we purge {Son. 118)
ws w s W s 0w s Wws

The line contains a . x sequence, to shun, in SW position but, by rule (93), is
predicted to be acceptable: because sickness, the complement of shun, consists
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of a single Clitic Group, it may be adjoined' w.ith to shun to fodrr.rtl'a Péf;g?tie(i
The rising sequence to shun is thus nonfinal in its P-phrasebgn 1hllshphas ed
in SW by rule (93). Line (102) should be comparfzd with (11_ _), Vé i n b
rewritten so that the complement of shun contains two Clitic Groups:

i t
(103) *We sicken [ to shun] (p danger of disease] (construct)

WS W S w S wS WS

In this case, the sequence to shun must occur finally in it; I:I-phraset, SO ruf\ei 1(?)3))
f i itl- In fact, lines with the structure o {1}
marks the line as relatively ill formed. , col (1)
isst d are rare elsewhere in oha
completely missing from the Sonnets and ¢ _
:Ir;;arc. Spi)gniﬁcantly, the stress pattern of (103) is essentially the same as that
f 102 ) - . . . _
° \(Nhe)n we look at inversion, the situation is .reve.rsed. He?re, if the corr:e
plement of a verb contains two Clitic Groups, it w_1ll con'stltu§e adse.para
P-phrase, and rule (89) will marginally license inversion at its left edge:

(104) We daily purge [p to shun] [ danger of sickness) (construct)

WS WS W S w S W S

Although (104) is a constructed example, it represents a line type that can be
found at least a few times in the Shakespeare corpus:

' ) (Son. 107)
And peace proclaims [p olives of endless age] .
102 To mlzzke [p William Lord Hastings] of our mind (RJ3 3412122
When workmen strive to do [p better than well} (Jn. 4.2.

If we revert to a construction in which the first complement of thcat\;e;tf
contains only one Clitic Group, then the object no longer forms a separ
phrase, and we get a completely unattested structure:

1 i i truct
(106)  *We daily strive [p to shun sickness] with purging (cons )

wSs W § w s W 8 w. S

Again, the stress pattern of (106)1s identical to that of(;h;ac(?eﬁttab(i;iitrlfil(elE);;j
’ is 1 dge rule (89) and the right €
The upshot of this is that the left e ght e ule 0
tches of the Prosodic Hierarchy.
refer to more or less complementary stre rarehY e
i i to junctures of P-phrase ran gher,
left edge rule assigns special freedom . o et
i i tched sequence . x only at P-p
and the right edge rule permits the misma : . Lophrese
here P-phrase assignment depen
rank or lower. At the boundary, W b nhe
iti 1 t. the dependence of well-torme
number of CliticGroupsina complement, ormednes
ing i i jally subtle way. Furthermore, in all cases,
on bracketing is shown in an especial e
j i ' he break between a verb and its
he SYNTACTIC juncture is the same: 1t ist : :
tobeject. The bracketing effects here are therefore unlikely to be base_d on szntax,
they follow only if we assume the bracketings of the Prosodic Hierarchy.
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3.5.5. CONCLUSIONS

The arguments I have presented for the relevance of the Prosodic Hierarchy
to meter have been of three kinds. First, the Hierarchy allows a number of
metrical rules to be stated in simpler and more accurate fashion. Second, a
particular rule, that of the Bounding Theory for Hiawatha, is sufficiently
general to serve as a diagnostic for bracketings, and it appears to invoke the
bracketings of the Hierarchy. Finally, the theory of the Prosodic Hierarchy,
and particularly the Strict Layer Hypothesis it includes, provides the basis for
a restrictive but empirically adequate typology of metrical rules in English.

As the study of metrics is clearly in its infancy, I think it is appropriate to
conclude by mentioning some questions for further research, which the work
presented here raises.

First, if it is true that left edge rules specify metrical freedom and right edge
rules metrical strictness, why should this be so? Kiparsky (1977) provides a
possible explanation based on the idea of the metrical foot. At a left edge, a
misplaced stress peak retains the redeeming feature of reinforcing the
bracketing structure of the foot, as in (107a). At a right edge, however, a peak

violates both the prominence and the bracketing pattern of the meter and
would be expected to be more disruptive.!!

(107) a. Left Edges b. Right Edges
X X
Line: [x X... X x]
| i
Meter: [w s] [w s]... oW s] [w s]

Kiparsky's proposal is in principle easy to test: in trochaic meter, the foot
bracketings go the opposite way, and one should find strictness at prosodic left
edges and laxness at prosodic right edges. The evidence from Hiawatha is
equivocal: the meter of the poem is definitely unusual in NOT making right
edges more strict or left edges more lax, but it does not go the opposite
way either; its only rule is a bounding rule, not an edge-based rule. Still, it
is suggestive that in his iambic verse, Longfellow is relatively orthodox and
treats right and left edges just as other poets do.

A second question concerns the possibility that metrical patterns, just like
phonological representations, are phrased hierarchically. Piera (1980) and

"Kiparsky's proposal is actually based on the tree structures of the so-called “metrical”

theory of stress (Liberman and Prince 1977), but the argument is the same if we substitute the tree
structures of the Prosodic Hierarchy.
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Youmans (this volume) have suggested that the iambic pentameter forms a
three-level hierarchy, representable as follows:

(108) a. Line b. Line
Colon Colon Colon Colon
Foot Foot Foot Foot Foot Fool Foot Foot Foot Foot
AWAWAWA
W s W S W s w/\s wAs w/\s W S W S W § W §

As (108) shows, the line can be divided in two ways into cola, which form an
intermediate level of grouping. Poets apparently differ in which structure, or
which mixture of structures, they prefer to use. The evidence for cola comes
from a number of sources. For many poets, the strongest phrasal break in a
line tends to coincide with the colon boundary (cf. Oras 1960). Inversion also
tends to occur following possible colon boundaries; that is, in the first, third,
and fourth feet. Poets avoid second or fifth-foot inversion, even when the
prosodic juncture in that position would permit it (cf. Konig 1888; Chi§holm
1977). The “stress profiles” compiled by the Russian school of metrics (gf.
Tarlinskaja 1976) reveal that the most frequently stressed strong p051tion§ n
the iambic pentameter line are usually the colon final ones. This observation
also holds for Hiawatha and other tetrameter verse: if we take the colon
boundary to fall after the fourth position, the rightmost S positions in the
colon are filled with stressed syllables more often than the leftmost ones,
producing a dipodic effect. In the Spanish endecasillabo (Piera 1980), the
colon-final position at midlinc is normally stressed and must, at the very least,
not contain a “stress valley.”

The bracketed units Line, Colon, and possibly Foot are thus supported by
the metrical rules that must refer to them. As Tarlinskaja (this volume) points
out, the effects of bracketing within the metrical pattern sometimes even
override the effects of linguistic bracketing. For example, Milton treats the line
boundary as an “honorary pause,” freely placing inversions there that would
not be permissible (Kiparsky 1977:211-212) given only the linguistic context.
Examples of such lines may be found under (70). In contrast, Shakespeare
restricts his inversions to genuine phrasal breaks and therefore never places
them at the beginning of a run-on line (Kiparsky 1975:599-602).

What is of interest here is the close similarity between the hierarchy of a
metrical pattern (which I will call the Metrical Hierarchy) and the Prosqdlc
Hierarchy. Just as with the Prosodic Hierarchy, the domains of the Metrical

Hierarchy provide extra freedom at left edges and extra strictnesss at right” .

edges; compare the tendency toward inversion at the left edges of cola,and
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lines, the greater tendency to fill the rightmost position of cola and lines with
stressed syllables, and more generally, the tendency of all metrical patterns to
be realized more strictly at their right edges than their left, irrespective of the
phonological basis (stress, quantity, tone) of the metrical system (Kiparsky
1968, Hayes 1983:373).

The Metrical Hierarchy also resembles the Prosodic Hierarchy in that it is
strictly layered: every line is composed uniquely of cola, which in turn are
composed uniquely of feet. Lines, in turn, may optionally form the constitu-
ents of couplets, which can group into quatrains (Attridge 1982; Hayes 1984b).
Suppose now that metrical rules refer to the Metrical Hierarchy in the same
way they refer to the Prosodic Hierarchy, that is, as left edge rules, right edge
rules, and bounding rules. We find then that the strict layering of the Metrical
Hierarchy makes just the same kind of correct predictions that the strict
layering of the Prosodic Hierarchy does. For example, poets will frequently
permit inversion freely at the beginning of a line and reluctantly at the mere
beginning of a colon. No poet works in the opposite way. This makes sense,
given that every line beginning is also a colon beginning. The same reasoning
explains why the end of a line strongly demands a stress in S position; the
end of a colon not so strongly (cf. Tarlinskaja 1976 for English; Piera 1980 for
Spanish). In the trochaic pentameter of Serbo-Croatian oral epics (Jakobson
1933, 1952), foot boundaries preferably coincide with Clitic Group bound-
aries, but colon boundaries MUST do so. This is again the only possible dif-
ference, given strict layering, because every colon boundary is also a foot
boundary but not vice versa.,

This sharp parallelism between Metrical and Prosodic Hierarchies, if valid,
raises a number of questions. For example, if the “beginnings free, endings
strict” principle extends to metrical as well as to prosodic units, Kiparsky’s
account of why it holds for prosodic units is thrown into question because it
cannot be generalized to handle both cases. It may be that the principle must
be accepted as a basic postulate of metrics, unless it follows from deeper
psychological principles unknown to me.

The parallelism also calls into mind two competing views of what metrical
patterns are. In Halle (1970) and in Halle and Keyser (1971), it is maintained
that metrical patterns are abstract in content, consisting of purely algebraic
entities. Thus one could just as well represent the iambic pentameter with a
row of ten trees of alternating height as with the symbols S and W. In contrast,
Kiparsky (1975, 1977) proposes that metrical patterns are modeled on
linguistic representations; depending on the phonological theory one assumes,
they are a sequence of stress levels or of stress trees. The strict layering of the
Metrical Hierarchy supports Kiparsky’s view because the Hierarchy is clearly
an analogue of a linguistic structure, just as W and S can be thought of as the
analogues of degrees of linguistic stress.
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Finally, T speculate about the role of the Prosodic Hierarchy in a future
theory of universal metrics. Standard typologies of versification systems are
based on the phonetically observable bases of metrical rules: stress, syllable
count, syllable quantity, and tone. Metrical systems obviously differ in which
of these elements they regulate in verse. But as Lotz (1960) points out,
languages show a striking unity in that they always regulate linguistic
bracketing as well. At the very least, phrasal breaks are constrained to occur at
regular intervals in demarcating the division of verse into lines; to my
knowledge there are no metrical systems that do not mark line divisi'ons with
phrasal breaks, nor are there metrical systems that lack lines entlr.ely and
employ continuous, unbounded metrical patterns. Furthermore, in most
metrical systems that have been carefully studied, linguistic bracketing turns
out to play an additional role. For example, although ancient Greek mete.:rs
and the meter of the Finnish Kalevala (Kiparsky 1968) are primarily
quantitative, they regulate the placement of word boundaries as .well. In
Chinese “regulated verse,” which is basically tonal (Chen 1979), there is a very
strong correlation between phrasal bracketing and that of ’the metrl'cal
pattern. In fact, there are some metrical systems in which linguist.xc bracketlpg
forms the principal or only metrical basis, as in the Serbo-Croatian folk epics
or Japanese. ‘

The universality of bracketing effects raises two final questions. First, we
can ask about other languages the question we asked about English: are the
bracketings above the word level syntactically or phonologically defined?
Devine and Stephens’s work (1978, 1981, 1983) on ancient Greek meter sug-
gests that the answer comes out “phonology” for Greek as well as for Engllst_l.
The question is otherwise completely open. More fundamentally, why is
bracketing, both in the linguistic representation and in the metrical pattern,
a necessary ingredient of metrical form? The answer to this question, if ever
found, will form a central part of the theory of universal metrics.
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