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ABSTRACT OF THE DISSERTATION

6-month-olds’ segmentation and representation of
morphologically complex words

by

Yun Jung Kim

Doctor of Philosophy in Linguistics

University of California, Los Angeles, 2015

Professor Megha Sundara, Chair

One of the issues in infants’ language acquisition is - how do infants find

word-like forms from fluent speech. Previous literature on infants word seg-

mentation has mostly focused on understanding the bottom-up cues, i.e., cues

in the input such as acoustic/prosodic cues, that infants utilize in pulling out

nouns. This dissertation asks whether infants can use top-down cues in pulling

out verbs. Verb segmentation has been reported to be delayed as compared to

noun segmentation and these results have been used to explain the delay in its

acquisition of verbs. This dissertation argues otherwise, demonstrating that in

fact at the beginning of word segmentation, i.e., at 6-months, infants can pull

out verbs with the help of a known word mommy (a paradigm used in Bortfeld,

Morgan, Golinkoff, & Rathbun, 2005).

The current dissertation goes further and asks how these verbs are repre-

sented. To be specific, this dissertation looks at 6-month-olds’ segmentation of

morphologically complex verbs, such as walking, walks, and walked, and asks

whether preverbal infants can relate these forms to the root form walk. The

main focus of this research is to understand how prelexical infants, who cannot

rely on semantics, relate complex forms to the root forms.
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This dissertation expands our understanding of the role of the functional

morphemes (such as -ing, -ed, -s) in this process by conducting a corpus analy-

sis as well as behavioral experiments. In this dissertation, I locate the beginning

stage of this complex form acquisition and show that at 6-months, infants start

segmenting complex verbs, and based on the frequency and the characteris-

tics of the functional morphemes, infants begin to relate complex forms to root

forms. The findings of this dissertation highlight the importance of top-down

cues in early language development and have crucial implications for verb ac-

quisition. Also, these results provide evidence for morpheme-based processing

models and acquisition models such as prosody-functor models, arguing for

early representation of functional elements and their facilitatory influence on

word segmentation and representation.
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CHAPTER 1

Introduction

1.1 Overview of the dissertation

This first chapter serves to explain some of the mechanisms that infants may

use to find word-like forms from fluent speech. First, I illustrate the segmen-

tation problem and review previous research on constraints or strategies used

to tackle this segmentation problem. I also cite studies on the role of func-

tional elements, especially the role of function words in solving the segmen-

tation problem as well as in the general language acquisition process. While

doing that, I lay out my hypothesis that functional morphemes can be “known

words” for infants based on the similarities between function words and func-

tional morphemes. In Chapter 2, I focus more specifically on the research on the

representation of morphologically complex forms by adults, and summarize

different acquisition theories and models that explain and predict the represen-

tation of complex forms for young language learners. In Chapter 3, I conduct a

corpus analysis on functional elements in children’s input from the CHILDES

database (MacWhinney, 2000) to understand the frequency and transitional

probability of the English functional elements. In Chapter 4, I describe the

experiments conducted for this research. The Headturn Preference Procedure

(Kemler-Nelson et al., 1995) was used for all seven experiments. The experi-

ments were designed to ask whether infants at the beginning stage of the word

segmentation (i.e., 6-month-olds) can segment complex verbs from sentences,
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and whether they can relate those complex forms to the root forms. I was par-

ticularly interested in figuring out the factors that affect verb segmentation and

representation, such as a) phonological similarity, b) morpheme frequency, and

c) the characteristics of the morpheme (such as consonant vs. vowel onsets).

In Chapter 5, I will include a summary of the outstanding questions raised by

these experiments, as well as discussion of how these results complement ex-

isting research on word segmentation. The implications of these results for the-

ories of morphologically complex word representation and models of language

acquisition will also be discussed, followed by a conclusion section.

1.2 Finding words from speech: The segmentation problem

In everyday conversation, we encounter a continuous speech stream. Success-

ful communication thus depends on recognizing words from the continuous

stream of speech. However, speech input often lacks clear word boundaries

due to the absence of audible pauses and coarticulation effects between adja-

cent sounds. Also, there is no one reliable cue that consistently signals word

boundaries. Therefore, finding and recognizing words from fluent speech is a

complicated task.

Despite these difficulties, adults succeed in communicating with each other

with little effort. How do adults detect word boundaries so easily? One ap-

proach is to look at the cues in the signal itself, i.e., bottom-up cues, that may

suggest possible boundaries. These bottom-up cues can be language-general,

such as distributional cues (e.g., transitional probability, i.e., the co-occurrence

probability between syllables, and frequency), or language-specific such as seg-

mental cues and prosodic cues (McQueen, 2007). Adults are known to be sen-

sitive to these bottom-up cues in tackling the segmentation problem.

Similar to adults, infants also face the segmentation problem. This is be-
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cause infants hear sentences or phrases, not isolated words, more than 90% of

the times (Brent & Siskind, 2001; van de Weijer, 1998). Therefore, one of the first

tasks that infants need to succeed in, in order to acquire language, is segment-

ing words from fluent speech. Despite the fact that this problem is complicated,

it has been shown that infants are able to segment and identify word forms at

a very young age, long before they produce their first words. This segmenta-

tion ability emerges between 6-7.5 months of age for English-learning infants

(Bortfeld et al., 2005; Jusczyk & Aslin, 1995). To figure out how infants man-

age to do this, the literature on infants’ word segmentation has focused on the

cues that infants may use in finding words from speech. It has been shown that

infants really early on can utilize bottom-up cues in tackling the segmentation

problem. The next section summaries the bottom-up cues that both adults and

infants use.

1.3 Bottom-up cues

1.3.1 Language-general: Distributional cues

Some of the cues in the input are language-general, such as distributional cues.

Previous literature on the use of distributional cues in word segmentation can

be broadly divided into two types. One type focuses on identifying word

boundaries using measures of predictability, i.e., transitional probability, be-

tween small units, such as phonemes or syllables. The other type attempts to

recognize entire words by storing chunks of speech that recur frequently (see

Brent (1999), for an overview).

Transitional probability that is used in the first type of research considers

the probability of an event given that another event has occurred, as shown in

1.1.
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TP = P (Y | X) =
Frequency of XY
Frequency of X

Figure 1.1: Transitional Probability

The equation in Figure 1.1 computes the probability of Y given X (denoted

as P (Y | X)), which is equal to the probability of the co-occurrence of XY (i.e.,

frequency of XY) over the probability of the occurrence X (i.e., frequency of

X). Previous studies have demonstrated that listeners are sensitive to the tran-

sitional probability of a sub-word unit, such as the syllable, in finding word-

like units (Saffran, Aslin, & Newport, 1996; Saffran, Newport, & Aslin, 1996).

The intuition behind using the transitional probability between syllables is that

frequently occurring sound sequences1 in various contexts are better candi-

dates as possible words than those occur rarely in just a few contexts (Brent &

Cartwright, 1996). That is, when the first syllable of a disyllable word is given,

the probability of the occurrence of the second syllable of the word is higher

than the probability of the occurrence of any other syllable. For instance, for

the word pretty, the occurrence of ty given pre would be higher than that of pre

followed by ny. Therefore, if pre is followed by random syllables that do not

normally combine with it such as ky, sy or fy, listeners assume a word bound-

ary between pre and those rarely occurring syllables due to lower transitional

probabilities between those syllables.

Not only the forward transitional probability, but also backward transitional

probability can be useful in figuring out possible word boundaries.

The equation in Figure 1.2 computes the probability that Y has been pre-

ceded by X, and it has been shown that these backward transitional probabili-

1This does not mean that sequences have to occur frequently to have a high transitional
probability. The transitional probability of a sequence can be high (even 1.0) but the sequence
can be very infrequent at the same time. However, in most cases, frequently occurring sound
sequences are more likely to be possible words than sequences that occur less frequently in less
variable contexts.
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BTP = P (X | Y ) =
Frequency of XY
Frequency of Y

Figure 1.2: Backward Transitional Probability

ties are equally informative about word structure especially in languages that

have multiple suffixes attached (Pelucchi, Hay, & Saffran, 2009a).

Adults are sensitive to transitional probability information and use it to seg-

ment words from speech. A study done with English-speaking adults demon-

strated that subjects were able to segment nonsense trisyllabic words (CVCVCV)

from speech based only on transitional probabilities (Saffran, Newport, & Aslin,

1996). Since the stimuli used were synthetic, lacking any other acoustic or

prosodic cues, these results strongly suggest that transitional probability alone

can assist listeners to extract words from speech input.

Experimental results demonstrate that infants can also utilize transitional

probability information to segment words. English-learning 8-month-olds were

able to differentiate sequences with high transitional probability and low tran-

sitional probability, and only treat the sequences with high transitional proba-

bility as coherent word units (Saffran, Aslin, & Newport, 1996). Infants in their

study were able to infer that syllables that occur together frequently, that is

have a high transitional probability, are possible words. Evidence that infants

utilize transitional probability in a word segmentation task has been shown

with both artificial languages and natural languages by infants learning lan-

guages such as English (Aslin, Saffran, & Newport, 1998; Pelucchi et al., 2009a),

Dutch (Johnson & Tyler, 2010), and French (Mersad & Nazzi, 2012). Also,

Saffran (2001) demonstrated that infants treat the output of this statistical learn-

ing process as a possible “word” and only recognize it when the possible word

is embedded in their native language (e.g., “I like my tibudo”), but not when it

is embedded in nonsense sequences (e.g., ”zy like ny tibudo”).
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Infants at later stages of language acquisition can also use the output of this

statistical learning process in acquiring the meaning of new object labels. They

learn to map the labels for the high transitional probability sequences to visual

referents, fail to do so for low transitional probability part word labels or non-

word labels (Graf Estes, Evans, Alibali, & Saffran, 2007; Mirman, Magnuson,

Graf Estes, & Dixon, 2008).

Frequency alone, though weaker than the transitional probability cue, can

also facilitate word segmentation. The effect of frequency in word recognition

and segmentation has been widely shown for adults (Grainger, 1990). Adults

recognize and segment words that are frequent in the input more easily com-

pared to the less frequent items.

The role of word frequency in infants’ word segmentation has been studied

as well. For example, Ngon et al. (2013) investigated French learning 11-month-

olds’ “protolexicon” and demonstrated that infants treated highly frequent se-

quences from their native language as possible words, failing to distinguish

words and nonwords among those sequences. However, infants did not treat

low-frequency sequences as words, highlighting the role of frequency in word

segmentation and representation. All of the words and nonword sequences in

Ngon et al.’s study were selected from French infant-directed corpora based on

their frequencies in the infants’ input.

So far we have seen that adults and infants both utilize transitional prob-

ability and frequency, two language-general distributional cues, in segment-

ing words from fluent speech. In the next section, I will summarise language-

specific cues, both segmental and prosodic, that facilitate word segmentation.
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1.3.2 Language-specific: Segmental cues

The language-general distributional cues described above can also help learn-

ers detect segmental cues that are present in their native language. For ex-

ample, one such cue is a phonotactic constraint about their native language.

Phonotactics restricts the possible sound sequences and syllable structures in

a language. For example, /vn/ is not a legal sequence in English, therefore a

sequence of these two sounds will be considered as belonging to two different

words as in [faIvnEts] “five nets”. Adults are sensitive to this type of infor-

mation and use it to segment words when it is an absolute cue to mark word

boundaries (Dumay, Frauenfelder, & Content, 2002; McQueen, 1998; Warner,

Kim, Davis, & Cutler, 2005; Weber & Cutler, 2006). For example, French-learning

adults heavily rely on syllable onsets to locate the beginning of words. When

a word onset and the syllable onset are misaligned, adults have a harder time

detecting the target words (Dumay et al., 2002). Lac “lake” is easier to spot

in zunlac, where its edge is aligned with a phonotactically obligatory syllable

boundary (that is, nl is not a possible onset), than in zuglac, where this is not

the case.

Adults are also sensitive to gradient phonotactic knowledge in finding words

(van der Lugt, 2001). Dutch listeners showed that words with common begin-

nings are easier to find than words with rare beginnings. For example, it was

easier to find galg “gallows” in piengalg than geur “aroma” in piengeur. Both ga-

and geu- are possible beginnings in Dutch, but more words begin with ga- than

with geu-. Dutch listeners were, thus, able to use this gradient knowledge to

segment words.

Warner et al. (2005) used Korean listeners to show that they can use both

absolute and gradient phonotactic knowledge to find words from speech. In

Korean, word boundaries are illegal in the sequence [dZi], it is legal but not

7



likely in the sequence [di], and very likely in the sequence [nni]. The sensitivity

to these different degrees of phonotactic knowledge was shown in word spot-

ting experiments. Korean listeners find words such as imin “migration” more

easily in [pjodimin] than in [pjodZimin], and fastest in [pjonnimin].

Another type of segmental cue that adults utilize is coarticulation informa-

tion (Suomi, McQueen, & Cutler, 1997; Vroomen, Tuomainen, & de Gelder,

1998; Mattys, 2004; Mattys, White, & Melhorn, 2005). For example, in Finnish,

vowel harmony provides word-boundary information (Suomi et al., 1997). There

are restrictions on which vowels can co-occur within a word; effectively two

distinct sets of vowels exist that never both occur within the same word. Lis-

teners appear to have learned to use the knowledge that, if a sequence of speech

contains vowels from these two sets, there must be a word boundary between

those vowels.

Allophonic information is another type of segmental information that learn-

ers can utilize. Allophones are phonetic realizations of phonemes that differ de-

pending on their location within a word. For instance, English voiceless stops

are aspirated in word-initial position (e.g., pie [ph]), but not, for example, af-

ter the consonant /s/ (e.g., spy [p]). Such allophonic variation can be used

to recognize words in ambiguous speech sequences (Nakatani & Dukes, 1977).

Nakatani and Dukes (1977) show that the allophonic variation of syllable-initial

and -final /l/ and /r/ can be used for recognizing words. For example, adults

successfully segmented loan from “we loan” but not from “we’ll own” based

on the different allophones of /l/ in two cases (dark /ë/ vs. light /l/).

Lastly, adults are sensitive to syllable structures of language and use it to

distinguish possible and impossible word-like units. For example, in English, a

single consonant cannot be a word. Therefore, English-learning adults strongly

disfavor any segmentation that leaves an isolated single consonant. This con-

straint is called the Possible Word Constraint (hereafter PWC: Norris, McQueen,
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Cutler, & Butterfield, 1997). In Norris et al.’s experiments, listeners easily find

the word apple in vuffapple, where vuff could be a word in English, compare

to fapple, where they have to leave a single consonant [f] behind. Norris et al.

(1997) have shown that when the PWC is implemented in the spoken recogni-

tion models such as Shortlist, it significantly improves the performance of the

models. Evidence for the PWC has now been found in a range of languages

including English (Norris et al., 1997; Norris, McQueen, Cutler, Butterfield, &

Kearns, 2001), Dutch (McQueen, 1998), Japanese (McQueen, Otake, & Cutler,

2001) and Sesotho (Cutler, Demuth, & McQueen, 2002), but not Berber (Aissati,

McQueen, & Cutler, 2012), which demonstrates that this constraint is language-

specific likely based on the syllable structures allowed in the target language.

Parallel research on infants’ segmentation also demonstrates infants’ sen-

sitivity to these types of bottom-up cues. First, infants develop sensitivity to

phonotactic knowledge between 6-9 months, and can use phonotactic knowl-

edge to find words. By 9 months, infants exhibit a preference for phonotacti-

cally well-formed speech strings in their native language (Jusczyk, Friederici,

Wessels, Svenkerud, & Jusczyk, 1993). They observed that 9-month-old, but not

6-month-old, English-learning and Dutch-learning infants listened longer to a

list of words with phonemic sequences legal in their native language than se-

quences that are illegal in their native language. At the same age, infants prefer

and listen longer to high-probability phonotactic sequences such as chun than

low-probability phonotactic sequences such as yush (Jusczyk, Luce, & Charles-

Luce, 1994). Infants at 9-months can also use this phonotactic knowledge and

sensitivity in word segmentation. Mattys and Jusczyk (2001) found that infants

listened longer to a CVC stimulus when the stimulus previously appeared in

a good phonotactic condition, where the phonotactic patterns at the words’

edges set the target word apart from adjacent words as in dice from “roll dice”.

However, infants did not listen longer to target words such as dice from pas-
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sages containing the corresponding phonemic pattern across a word boundary

as in “cold ice” where the phonotactic patterns at the words’ edges blend the

target word into the neighboring words.

Second, infants can also use allophonic information in word segmentation.

For instance, Juscyzk, Goodman, and Baumann (1999) familiarized infants with

pairs of sequences/words with one item in an allophonic minimal pair (e.g.,

“nitrates” or “night rates”) and tested if they could differentiate passages with

“night rate” and passages with “nitrates”. 10.5 month-olds, but not 9-month-

olds, were able to distinguish the two passages. This study shows that infants

between 9-10.5 months are sensitive to allophonic differences and use this in-

formation in recognizing words.

Infants can also rely on other bottom-up cues such as phonological restric-

tions at 7-months (Mintz & Walker, 2006) and degree of coarticulation at 8-

months (Johnson & Jusczyk, 2001) in finding words from speech. For example,

Mintz and Walker (2006) illustrated that even English-learning 7-month-olds

prefer listening to sequences that obey vowel-harmony over sequences that vi-

olate harmony, indicating their sensitivity to such phonological restrictions.

Infants’ sensitivity to syllable structures has been demonstrated as well. 12-

month-old English-learning infants show sensitivity to the PWC in segmenting

words from fluent speech (Johnson, Jusczyk, Cutler, & Norris, 2003). For ex-

ample, infants recognized and listened longer to win than other words when it

was in a possible word condition as in winsome, but this preference went away

when win was in an impossible condition such as in wind. These results suggest

that from early on, infant can use this constraint to generate “possible-words”

from the speech signal.
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1.3.3 Language-specific: Prosodic cues

Another source of information that learners may use in the segmentation pro-

cess is prosody, the rhythm and intonation of speech. Prosody can help seg-

mentation in two ways: a) the specific rhythm of the language can provide can-

didates for potential word boundaries, and b) it can help segmenting prosodic

units bigger than words.

First, early rhythmic segmentation hypothesis (Nazzi, Iakimova, Bertoncini,

Fredonie, & Alcantara, 2006) argues that both infants and adults are able to

identify the rhythmic segmentation unit depending on their native language

rhythmic structure (i.e., Stress in English, German, and Dutch; Syllable in French,

Spanish and Korean; Mora in Japanese). For example, in English, the main

rhythmic unit is the trochee, i.e., a Strong syllable followed by a Weak syllable

as in kingdom. About 85% of the lexical words in the adults’ input begin with

a strong syllable based on a dictionary with 33,000 entries (Cutler & Carter,

1987). This regularity cues both adults and infants to use a strong syllable as

the onset of a word (Curtin, Mintz, & Christiansen, 2005; Echols, Crowhurst,

& Childers, 1997; Houston, Santelmann, & Jusczyk, 2004; Jusczyk, Houston, &

Newsome, 1999; Norris, McQueen, & Cutler, 1995). For example, native lis-

teners of English detected the target monosyllable real word mint from two-

syllable sequences faster when the second syllable had a weak stress ["mInt@f]

than when both syllables were strong ["mIn"tef] (Cutler & Norris, 1988). This

is because adults insert a word boundary before the second strong syllable in

["mIn"tef], so it is parsed as [mIn.tef]), where [t] is treated as the onset of the

following syllable.

This rhythmic bias is very strong and even leads listeners to missegment less

frequent rhythmic structures, iambs, i.e., a Weak syllable followed by a Strong

syllable as in guitar. For example, listeners tend to insert word boundaries
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before strong syllable therefore misperceive “into opposing camps” as “into a

posing camp”. They also fail to spot the boundaries before weak syllables and

misperceive ‘my gorge is‘ as ‘my gorgeous’ (Cutler & Butterfield, 1992).

Infants as young as 7.5 month-olds show sensitivity to this rhythmic struc-

ture and use it to segment words. English-learning infants at 7.5 months can

segment SW words from sentences such as doctor or kingdom. However, they

fail to segment WS words such as guitar, or beret, and even missegment them as

tar, or taris when the be-verb consistently follows the target syllable (Jusczyk et

al., 1999). They have to be 11-month-olds to be able to overcome this bias and

segment WS words from speech.

Listeners can also use prosodic units and use them to detect the word bound-

aries. The most prominent prosodic cue is a pause following a prosodic phrase.

Even though pauses are not always present in the input, when present, they are

highly correlated with the major phrase boundaries, and hence facilitate seg-

mentation. Also, phrase-boundary cues facilitate segmentation (Christophe,

Peperkamp, Pallier, Block, & Mehler, 2004). French-learning adults discrimi-

nate bisyllable words such as mati which were extracted from a long word as in

“climatise” from sequences of syllables from two consecutive words “panorama

typique” based on the phonological phrase boundary in the latter case.

Infants’ sensitivity to phonological phrase boundary cues facilitating word

segmentation has been tested more directly (Christophe, Gout, Peperkamp, &

Morgan, 2003). Again, French-learning adults were given sentences that con-

tain ambiguous words as in [d’un chat grincheux]pp “of a grumpy cat” where

chagrin (homophones with chat grin, where the <t> is silent) is an existing

word in French. Another set of sentences did not contain such ambiguity as in

[d’un chat drogué]pp “of a doped cat”. Adults were asked to detect the word

chat “cat” in both cases. Here, adults detect the target word faster in the un-

ambiguous cases than in ambiguous cases. However, when the two syllables
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spanned a phonological phrase as in ...chat]pp[grimpai... with potential ambi-

guity vs. ...chat]pp [dressait... without potential ambiguity, the reaction time

differences disappeared.

Prosodic information is also used in early development. It has been re-

ported that infants are also sensitive to the presence of a pause, and more im-

portantly, the location of pauses in sentence (Hirsh-Pasek et al., 1987; Gerken,

Jusczyk, & Mandel, 1994). In these studies infants listen longer to the utterances

when pauses coincide with major syntactic phrases, than those that contained

mismatched pauses. Also, 13.5-16 months have been shown to be sensitive

to phonological phrase boundaries in segmenting words (Gout, Christophe,

& Morgan, 2004; Millotte et al., 2010). For example, 13-month-old English-

learning infants recognize paper within a phonological phrase [...paper]pp but

not across phonological phrase boundary ...pay]pp[per... (Gout et al., 2004).

1.3.4 When cues collide

In a natural environment, these bottom-up cues often co-occur with each other

in the speech stream. A number of previous studies have looked at how these

different bottom-up cues are weighted with respect to each other. Special atten-

tion has been given to cases where cues mismatch in signalling word bound-

aries. Such mismatch cases are possible as speech input can be distorted due to

background noise, slips of the tongue, or other factors. Norris et al. (1997) an-

alyzed one such case where the phrase “met a fourth time” could be heard as

“met a fourf time” either because of dialectal use of the pronunciation fourf

or because the final fricative ([T]) was distorted by background noise, lead-

ing to perception of [f]. Therefore, an alternative parsing was possible such as

“metaphor f time”. Even though the bottom-up cues suggested this alternative

as a possible parsing, the PWC prevents this segmentation, as it leaves out the

single consonant [f] behind. In this case, PWC outweighs the segmental cues
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and makes it possible to overcome the wrong segmentation due to distorted

speech input.

Mattys (2004) was interested in the interaction between stress cues and coar-

ticulation cues. When there was noise in the auditory input, he found that

adults used both types of cues yet weighted the stress cues higher than the

coarticulation cues. However, when there was no noise in the auditory input,

adults only used the coarticulation cues. This study demonstrated that adults

weight different types of cues depending on the speech input and the environ-

ment that the signal has been produced in.

Other studies have highlighted the importance of the stress cues, showing

that even when the segmental information is intact, incorrect stress can disrupt

lexical access in Dutch- (Cutler & Donselaar, 2001; Donselaar, van, & Cutler,

2005), Spanish- (Soto-Faraco, Sebastián-Gallés, & Cutler, 2001), and English-

speakers (Cooper, Cutler, & Wales, 2002).

For infants, more studies have focused on which cues are learned when,

and if they can use both, which cues are weighted higher. The relationship

between language-general distributional cues such as TP and language-specific

stress cues, and how the weight of each cue may change over the course of

language acquisition, has been examined in various studies. For example, at 7-

months, infants attend more to TP than to stress cues (Thiessen & Saffran, 2003).

However, 8-month-olds rely more on stress and coarticulation cues than TPs

when these cues conflict in the speech input (Johnson & Jusczyk, 2001). At 11-

months, infants still rely more on stress than TP in a word segmentation task,

illustrating that 11-month-olds weight stress cues to word boundaries more

heavily than distributional cues (Johnson & Seidl, 2009).

Until now, we have looked at the bottom-up cues that listeners utilize in

segmenting words from speech. These bottom-up cues are mostly language-

specific with the exception of distributional cues; thus they have to be learned.
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Even once learned, these cues leave considerable ambiguity regarding the lo-

cation of word boundaries (Fisher & Gleitman, 2002). For this reason, theories

of adult spoken word recognition typically assume that identification of word

boundaries is, to a certain degree, a result of the recognition of a familiar word,

rather than a prerequisite to it (Lively, Pisoni, & Goldinger, 1994). For instance,

spoken word recognition models such as TRACE (McClelland & Elman, 1986)

and Shortlist (Norris, 1994), as well as a bayesian model such as Shortlist B

(Norris & McQueen, 2008) argue that word recognition is achieved by compe-

tition among possible candidates that are generated from the mental lexicon,

and the segmentation problem is resolved as a by-product of this recognition

process. Therefore, the role of the top-down cues, i.e., known words, in rec-

ognizing and segmenting speech has been highlighted in adults’ spoken word

recognition. In the next section, I summarize studies that looked at the role of

top-down cues in word segmentation.

1.4 Top-down cues

Top-down cues, i.e., known words, signal a possible word boundary thus facil-

itating the recognition of an adjacent word. For example, English listeners are

faster at recognizing pram in prampidge than thin in thintaup because more En-

glish words start with pidge than with taup (Norris et al., 1995). Similar results

have been shown by Dutch listeners as well (Vroomen & de Gelder, 1995).

Compared to the importance that studies have put on for the role of known-

word for adults, the role of top-down cues in infants’ segmentation of words

has been acquired less attention. One of reasons behind this lack of attention

has been the idea that infants do not have enough lexical knowledge for top-

down cues to be useful in tackling the word segmentation problem. However,

recent studies are suggesting that infants do have some knowledge of lexical
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items, and can use them to segment adjacent words. For example, English-

learning 6-month-olds have been shown to simultaneously segment a word-

form and associate it to a visual referent (Shukla, White, & Aslin, 2011), and

know the meaning of some frequent words of their native language such as

body items like nose or food items like banana (Bergelson & Swingley, 2012).

Thus, infants at 6-months have minimally stored the sound forms of some fa-

miliar words, and can associate the sound sequences to meaning. Furthermore,

they can use these types of “known words” in segmenting adjacent word. For

example, 6-month-olds can rely on very familiar and frequent words such as

mommy/mama or their own name in segmenting the adjacent word feet in the

sentence “Mommy’s feet were different sizes” (Bortfeld et al., 2005).

A natural question that follows is, what is a “known word” for infants. Par-

allel research on functional elements suggest that not only content words such

as nouns or verbs, but also function words, free standing functional elements

such as a, the and but may also be familiar to infants thus work as “known

words” for them. Although function words lack obvious and concrete mean-

ings, they occur frequently enough for infants to recognize them as possible

units within the first year of life.

1.4.1 Functional elements as known words for infants

Even newborns - whether prenatally exposed to English or Chinese - have been

shown to distinguish English function words from content words (Shi, Werker,

& Morgan, 1999). Thus, the ability to distinguish function words from content

words seems to be independent of language experience, perhaps supported by

phonological, distributional and acoustic cues, at least in languages like Man-

darin Chinese, Turkish and English (Shi, Morgan, & Allopena, 1998; Shi et al.,

1999). Additionally, various cross-linguistic studies have shown that within

the first year of life, infants can recognize function words from a [target func-
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tion word + noun] phrase (7-9 months for German-learning infants, Hohle &

Weissenborn, 2003, and 6-8 months for Canadian French-learning infants, Shi

& Gauthier, 2005; Shi, Marquis, & Gauthier, 2006, and 11 months for European-

French-learning infants, Hallé, Durand, & de Boysson-Bardies, 2008).

Infants can also use the “known” function words in solving the segmenta-

tion problem. Shi and colleagues (Shi, Cutler, Werker, & Cruickshank, 2006;

Shi, Werker, & Cutler, 2006) have demonstrated that English-learning 8 month-

olds can use function words to segment a familiarized novel noun such as breek

when familiarised with a two-word phrase such as the breek. They also found

that only the frequent function word the, but not the less frequent her, facili-

tates segmentation. Also both the and prosodically-matched kuh facilitate seg-

mentation at 8-months. These results demonstrate that a) the frequency of the

function words plays an important role in the segmentation ability and b) even

the frequent function words are not represented in a phonologically detailed

manner, i.e., both the and kuh can be used early in development. Similar results

have been shown with Canadian French-learning 8-month-olds (Shi & Lepage,

2008). They are also able to use the frequent function word des (/de/, indefinite

plural article), but not the less frequent function word vos (/vo/ your, plural

form) in segmenting novel nouns presented after the function words.

The frequent function word the also facilitates segmentation of vowel-initial

words (Kim & Sundara, 2014). Vowel-initial words are reported to be seg-

mented later (13.5-16 months of age: Mattys & Jusczyk, 2001; Nazzi, Dilley,

Jusczyk, Shattuck-Hufnagel, & Jusczyk, 2005) than consonant-initial words (6-

7.5 months of age: Bortfeld et al., 2005; Jusczyk et al., 1999). This delay in the

segmentation of vowel-initial words has been attributed to perceptual factors

(Seidl & Johnson, 2008). For example, vowel-initial words lack clear abrupt

onsets, and tend to undergo resyllabification (e.g., “last hour” becomes “las

tower”, Guy, 1991). Seidl and Johnson (2008) illustrated one environment
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that may facilitate vowel-initial word segmentation: at sentence-edges. Kim

and Sundara (2014) demonstrated another environment that the vowel-initial

words were segmented at 11-months of age, when the frequent function word

the precedes the vowel-initial words in the middle of the sentences as in “I like

how [the ash] runs the circus”.

Function words are also used in later language acquisition for word cate-

gorization and syntactic analysis. For example, 12-month-old English-learning

infants can use function words such as the, and, and in as frequent frame to cat-

egorize nouns (Mintz, 2003). For example, Mintz found that the frame “the

and” is frequently used to mark the noun category as in “the horse and”. Models

that posit a facilitatory role for function words are called “functional bootstrap-

ping models” (Shi, Cutler, et al., 2006; Shi, 2014). Empirical evidence illustrates

that infants from early on can recognize and segment function words and this

“knowledge” influences later language acquisition, supporting such models.

This early recognition and use of function words is reported to be due to

bottom-up cues in the input such as phonological/acoustic cues (Cutler, 1993;

Shi et al., 1998), distributional cues (Shi et al., 1998) as well as frequency cues

(Hochmann, Endress, & Mehler, 2010). This dissertation hypothesizes that not

only function words, but also functional morphemes, bound functional ele-

ments such as -s, -ing, -ed can be “known words” for infants. This dissertation

also shows that this knowledge of functional morphemes plays a crucial role in

word segmentation and representation, and demonstrates this by testing En-

glish verb segmentation. The reason behind these hypotheses is that functional

elements, whether words or morphemes, have similar acoustic/prosodic cues,

distributional cues and frequency cues in the input, which will be further ex-

plained in the next subsections.
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1.4.1.1 Shared phonological/acoustic cues

First, preverbal infants can recognize function words from the speech stream

based on phonological and acoustical cues. It has been reported that with the

help of these cues, even newborns can discriminate function words from con-

tent words (Shi et al., 1998). Function words tend to be phonologically simpler,

usually one syllable such as CVC, CV, or VC as in her, the, and on. Also, they are

acoustically and phonologically weaker in comparison to lexical words. Dis-

crimination of these two categories later develops into a preference; 6-month-

olds prefer content forms over function forms (Shi & Werker, 2001).

Functional morphemes and function words share these acoustical and phono-

logical properties. For example, in English, functional morphemes are shorter

in duration as they are typically one syllable long (-s, -ing, -ed, -en, -er, -est) and

acoustically weak due to lack of stress. Their phonological shape is also sim-

pler as they are all one syllable long, in some cases even just one consonant.

Therefore, it is possible that infants may also recognize functional morphemes

at an early age when they identify and segment function words from speech.

1.4.1.2 Shared distributional cues

Another mechanism that may help infants treat functional morphemes as “known

words” is infants’ sensitivity to distributional cues. Function words tend to oc-

cur at the edges of prosodic units that typically coincide with major syntactic

units such as noun phrases or utterance edges (Christophe, Millotte, Bernal, &

Lidz, 2008; Gervain, Nespor, Mazuka, Horie, & Mehler, 2008; Kimball, 1973;

Shi et al., 1998). Based on the distributional cues, infants between 6-8 months

are able to recognize function words (e.g., the) from fluent speech and segment

them from a [target function word + noun] phrase (Hohle & Weissenborn, 2003;

Kimball, 1973; Shi & Gauthier, 2005; Shi, Marquis, & Gauthier, 2006; Hallé et al.,
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2008), and further use them to pull out adjacent content words (Shi, Cutler, et

al., 2006; Shi, Werker, & Cutler, 2006). This sensitivity can be extended to the

learning of an artificial language. For example, Italian-learning 7-month-olds

prefer that frequent elements occur at the beginning of a bisyllabic word unit,

whereas Japanese-learning 7-month-olds prefer that frequent elements occur at

the end of a unit, consistent with their native languages’ word order (Gervain

et al., 2008).

The distributional properties of functional morphemes are not well reported.

Nominal functional morphemes such as the plural marker -s, will likely occur

at the prosodic edge, such as at the end of a noun phrase. However, the distri-

butional properties of other functional morphemes, especially morphemes that

are attached to verbs (e.g., -d, -ing, -en), will likely depend on the type of verbs

that they are attached to. For example, if a verb is intransitive, such as run, then

the verb with the present progressive form running can appear at the end of a

verb phrase as in “She is running”. However, if a verb is transitive, such as

want, then the verb with the past tense form wanted will require another noun

to follow it, as in “He wanted it”. This in turn results in wanted not being at

phrase edges. Parental reports illustrate that even 8-month-olds comprehend

several verbs such as eat, kiss, drink, splash, dance, tickle, and sleep. Among these

seven verbs, only three - kiss, drink and tickle - are definite transitive verbs.

These suggest that intransitive verbs that can appear at prosodic edges may be

segmented and acquired first.

1.4.1.3 Shared frequency cues

Lastly, based on frequency cues, infants can recognize and segment function

words. Function words are limited in number and their frequency of occur-

rence is much higher than that of content words. For example, out of 20 most

frequent words in 27 CHILDES corpora, 14 are function words (Li & Shirai,

20



2000; see Appendix A for full 20 words with their frequencies). Infants are

sensitive to the frequency of function words and are shown to segment high

frequency function words at 8-months of age, yet less frequent function words

only at 13-months (Shi, Werker, & Cutler, 2006). Based on this high frequency,

infants can even recognize function words in an unfamiliar language (Hochmann

et al., 2010).

Similar to function words, functional morphemes are likely to be frequent in

the input. Languages have far fewer functional morphemes (e.g., only 8 inflec-

tional morphemes in English) than content words (e.g., nouns, verbs), and they

are grammatically required in all sentences, therefore occur very frequently in

the input. For example, as Willits, Seidenberg, and Saffran (2014) report, the

-ing morpheme is the sixth most frequent unit in infant directed speech across

all relevant speech in the CHILDES database when it is treated as a separate

“word”. This suggests that the frequency of other functional morphemes might

be comparable to that of function words as well. As infants are able to seg-

ment function words due to their high frequency, they might be able to pull out

functional morphemes and treat them as separate “words” due to their high

frequency. In Chapter 3 of this dissertation, we analyze the frequencies of func-

tional morphemes and compares them with those of function words.

1.5 What’s there and what’s missing?

The studies described in this chapter have begun to trace the picture of the

early emergence of word segmentation, showing that infants use a combina-

tion of cues, the relative importance of which changes during development.

However, many questions remain. In particular, most of the studies on English

word segmentation conducted so far have looked at the segmentation of mor-

phologically simple words not giving enough attention to the morphological
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complexity of the target words. This is highly related to the fact that most of

the segmentation studies have been on the noun category, with little research

on the other lexical categories.

The morphological complexity of a word becomes highly relevant and espe-

cially important once we shift our attention to the verb category. This is because

unlike English nouns, English verbs have multiple conjugations, and verb roots

such as walk regularly appear in various morphologically complex forms as in

walking, walked and walks. Adults can not only segment complex forms from

the speech, but also recognize roots from these complex forms and relate con-

jugated forms with each other. How infants segment verbs in various forms

and how these multiple forms of the same word influences their segmentation

and representation has yet to be studied.

English verb segmentation has been investigated in a few studies, but in

these studies this morphological factor has been ignored. As a result, the extrac-

tion of the verb category has been reported to lag dramatically behind nouns,

such that consonant-initial verbs are not reliably segmented until 13.5 months,

with vowel-initial verbs not being segmented until 16.5 months (Nazzi et al.,

2005). However, two recent studies using frequent verbal endings demonstrate

earlier segmentation of the verb category, -ing in English (Willits et al., 2014),

and -e in French (Marquis & Shi, 2008). These studies raise an interesting pos-

sibility that certain morphologically complex forms can be segmented earlier

than others, highlighting the importance of considering the morphological sta-

tus of a word in segmentation research.

This segmentation delay of one category over the other is not a new topic; in

fact, previous studies have shown that the segmentation ability varies and de-

pends on number of factors, such as the “known words” (Bortfeld et al., 2005),

register (infant-directed speech (IDS) or adult-directed speech (ADS): Thiessen,

Hill, & Saffran, 2005), and the position of the word in a utterance (Seidl & John-
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son, 2006). The current dissertation suggest one more possible factor - the (mor-

phological) variability in the forms - in explaining the delay of verb segmenta-

tion.

In Chapter 2, I summarize how morphologically complex forms are repre-

sented in the adult mental lexicon and what theories of language acquisition

hypothesize regarding the acquisition of morphologically complex forms.
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CHAPTER 2

Background

Once segmented and learned, words are represented in the mental lexicon.

How these words are stored and related to each other has been a major topic of

research in psycholinguistics. Much of this research has focused on how mor-

phologically complex forms relate to root forms. There are two opposing views

on how complex forms should be represented and related to each other in rela-

tion to other word pairs such as phonologically related pairs and semantically

related pairs. In this chapter, I will summarize and explain the two distinct

types of models and evaluate their predictions for the order in which children

acquire whole word forms and individual morphemes.

2.1 Representation of morphologically complex forms

How complex forms are related to each other in the mental lexicon is still in

debate, and is a topic of interest in many different research areas, including au-

dio/visual speech recognition (a classic, Taft & Forster, 1975), speech process-

ing (Burani & Caramazza, 1987) and neurolinguistics (Blevins, 2006; Marslen-

Wilson & Tyler, 2007). Central to this debate is the question of how morphologi-

cally complex forms are processed and represented in the mental lexicon. There

are three types of complex words in English: a) words with inflectional mor-

phology where a root is combined with a functional morpheme, e.g., walking,

walks, and walked, b) words with derivational morphology where a root is com-
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bined with a derivational morpheme, e.g., undo, redo, freely, and boyhood, and

c) compounds, where two roots are combined together, e.g., hotdog and teapot.

In this dissertation, I focus on complex forms with inflectional morphology i.e.,

functional morphemes, as I am interested in figuring out the role of functional

morphemes in word segmentation and representation

Inflectional morphology has several interesting traits. First, its application is

very predictable and its appearance depends entirely on grammatical contexts

(Anderson, 1992; Bickel & Nichols, 2006). For example, if a subject is 3rd person

singular he, she, or it, the 3rd person singular morpheme -s is attached to the

verb without exception and regardless of the type of verb as in “He runs fast”.

Another very important trait of inflectional morphology is that it is typically as-

sumed not to create new words requiring new lexical entries (Marslen-Wilson,

2007). Rather, it produces new forms of the same word marking grammati-

cal functions such as number, tense, aspect, gender, and case. This traditional

notion is well displayed in standard dictionaries, in which inflectional vari-

ants such as walk and walks are not listed as separate entries unlike other com-

plex forms which are listed as separate entries (e.g., derivational forms such as

walker and compounds as in walkout). The question is, does this traditional no-

tion accurately describes speakers’ mental lexicon: how do adults and infants

represent these inflectional variants?

Inflectional morphology is not without exception as shown in irregular forms

such as past tense put, bought, and broke and irregular plural nouns as in children

and mice. As these inflected forms do not have a transparent morpheme at-

tached, there is a consensus view that irregulars are learned and represented as

undecomposed whole forms (Marslen-Wilson, 2007, but see Albright & Hayes,

2003 for a contrasting view). However, models differ significantly in terms of

the representation of regularly inflected complex forms. Out of the eight inflec-

tional morphemes in English, i.e., the 3rd person singular -s, the plural -s, the
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possessive -s, the present progressive -ing, the past tense -ed, the past participle

-en, the comparative -er, and the superlative -est, the most well studied case is

that of the past tense. Researchers disagree on how regular past tense forma-

tion, that looks like rule-based bahavior, should be represented and processed

in the adults’ mental lexicon.

One type of model favors a whole word-based processing approach and

argues that both complex forms and simple forms are represented as whole

words in the mental lexicon. For instance, Rumelhart and McClelland (1986)

and others (Plunkett & Marchman, 1993; Joanisse & Seidenberg, 1999; McClel-

land & Patterson, 2002) argue that inflected forms are learned and represented

as overlapping whole forms that share certain semantic and phonological sim-

ilarities. In such models, functional morphemes are not represented separately.

Therefore, the root walk and the inflected forms walking and walks are all repre-

sented in the mental lexicon as non-decomposed whole forms related to each

other through sound and meaning similarities.

On the other hand, in morpheme-based processing models (Pinker & Prince,

1988; Pinker, 1999; Pinker & Ullman, 2002) inflected forms such as walking and

walks are not represented as whole words in the mental lexicon. Instead, the

complex form walks, is generated via rule-based computation combining sym-

bols for the root form walk and the individual morphemes -ing or -s.

These two types of models posit different relationship between pairs of

words that are not morphologically related, but instead related phonologically

or semantically. For example, the whole word-based processing models pre-

dict that phonologically similar (e.g., win & wins) and / or semantically related

words (e.g., violin & cello) should have a relationship similar to that of morpho-

logically related pairs such as play & played (Joanisse & Seidenberg, 1999, well

summarised in Marslen-Wilson, 2007). The only difference among these di-

verse pairs, according to these models, would be the strength of the similarity.
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For example, morphologically related pairs have the strongest relationship as

they share both sounds and meaning, compared to the phonologically related

pairs that only share sounds, but not meanings. Likewise, embedded word

pairs such as cap & captain will be related to each other in a similar fashion to

morphologically related pairs such as walk & walking as they are both phono-

logically similar. However, morphologically related pairs have a stronger rela-

tionship because part words do not have any semantic overlap. Within mor-

phologically related words, whole-word processing models predict that regu-

lar inflected pairs, that are phonologically more similar, will have a stronger

relationship than irregular inflected pairs.

However, in morpheme-based processing models, morphologically related

words have a special relationship, in that the complex form is never present

in the mental lexicon, only generated via rules. Therefore, the association of

morphologically related words is inherently different from word pairs that are

semantically and/or phonologically related. Also, embedded word pairs and

morphologically related words have different associations as both cap and cap-

tain are represented in the mental lexicon, whereas only the root form is repre-

sented fully for the morphological variant pairs. With respect to the difference

between irregular and regular inflections, morpheme-based processing models

argue that irregulars are stored as memorized whole forms whereas regular in-

flected words are never stored as wholes. The different assumptions that these

two types of models give rise to are summarized in Table 2.1.
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Table 2.1: Assumptions of the two processing models

Whole word-based models Morpheme-based models

Decomposition No Yes

Lexical Relationship buy-bought <1 play-played buy-bought 6=2 play-played

wins-win > winch-win wins-win 6= winch-win

2.1.1 Experimental evidence

Various methods and techniques have been used such as lexical decision, prim-

ing, and event-related potentials (ERPs) to give experimental evidence for each

type of processing models (see Clahsen, 1999 and Pinker, 1999, for review).

Previous studies have reported results on a) frequency effects and b) prim-

ing effects for both whole word forms and root forms, and c) neurolinguistic

differences between morphologically related words and other phonologically

and semantically related pairs. As experimental results can be explained using

both types of models, this debate is still very controversial.

2.1.1.1 Frequency effects

Words that frequently occur in the input are processed easier and faster than

less frequent words (classic papers; Whaley, 1978; Forster & Chambers, 1973).

Thus, frequently occurring complex forms have been shown to be recognized

faster and processed more quickly than less frequent complex forms. This com-

plex form (i.e., whole-word) frequency effect has been used to support whole

word-based models.
1‘<’ represents stronger relationship
2’6=’ means not comparable, inherently different relationship
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Effects of frequency have also been observed for individual morphemes

in complex words (Taft, 1979; Sereno & Jongman, 1997; Baayen, Dijkstra, &

Schreuder, 1997). For example, Taft (1979) found that when morphologically

complex words were matched in terms of whole-word frequency but differed

in root frequencies, e.g., sized-raked, where size occurs more frequently than rake,

complex forms with a more frequent root were recognized significantly faster

in a lexical decision task. These and similar results have been used to argue for

morpheme-based processing models. Roots must exist independently in the

mental lexicon, because not just whole-word frequency but also root frequency

influences reaction time.

However, whole word-based models can explain these results without as-

suming the morpheme representation. For example, Bybee’s network model

(1995) posits activation-spreading links among morphologically related words.

That is, every time the word size is accessed, all inflected forms of that root

such as sized and sizes are co-activated. By using these activation-spreading

links, it is expected that recognition times to whole-word past-tense forms that

are linked to high-frequency roots such as sized will be shorter than response

times to whole-word past-tense forms that are linked to low-frequency roots

such as raked.

Also, disagreement exists as to the role of frequency in the representation of

complex forms. Some question the reported frequency effects, as mixed results

have been found. For example, Alegre and Gordon (1999), New, Brysbaert,

Segui, Ferrand, and Rastle (2004), and Taft (1979, 2004) report root frequency

effects, yet Sereno and Jongman (1997) and Baayen, Wurm, and Aycock (2007)

do not. As for the whole-word frequency effects, Alegre and Gordon (1999)

find no whole-word frequency effects for low frequency words, in contrast to

Baayen et al. (2007)’s study, where they find whole-word frequency effects for

low frequency words, with marginal root frequency effects. Even within re-
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searchers who agree on the psychological reality of frequency effects, some ar-

gue that those frequency effects reflect semantic and conceptual probabilities,

not mental representations (Marsden-Wilson & Zhou, 1999; Marslen-Wilson,

Moss, & Halen, 1996).

Therefore, we cannot adjudicate between these two types of models based

on frequency effects alone.

2.1.1.2 Decomposition

Recall that the morpheme-based models presuppose complex forms to be de-

composed and represented in the mental lexicon, whereas the whole word-

based models presuppose that whole forms are stored as unanalyzed chunks,

non-decomposed units. Results from lexical decision tasks consistently report

the automatic decomposition of individual morphemes.

Research by Taft and colleges (Taft & Forster, 1975, 1976; Taft, Hambly, & Ki-

noshita, 1986) illustrates that non-words like *re-sert, which appears to be mor-

phologically complex, take longer to reject as words than non-words which lack

apparent morphological structure as *refant. This delay in lexical decision is

also seen for non-words with inflectional morphemes (Caramazza, Laudanna,

& Romani, 1988). Using Italian, Caramazza et al. (1988) compared reaction

time to three different groups of words: a) morphologically non-decomposable

nonword, b) non-words with partial morphological structure, and c) morpho-

logically legal non-words (i.e., non-words that are exhaustively decomposable

into morphemes). Their results show that adults were faster at rejecting non-

decomposable non-words, slowest with morphologically legal non-words. These

results were interpreted to suggest that morphological decomposition is auto-

matic, and this automatic decomposition of morpheme delays the processing

of morphologically legal non-words.
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A recent visual recognition study has also been interpreted in a similar

way(Rastle, Davis, & New, 2004). This study investigated the effect on response

time of a root’s semantic, morphological, and orthographic overlap with the

prime whole word form. Three conditions were composed: a) a transparent

condition where the two words were both semantically and morphologically

related as in worker-work, b) an opaque condition where the two words were

semantically unrelated yet had a possible affix as in brother-broth, and c) an

orthographically related condition as in brothel-broth. Their results show that

facilitatory priming was found in both a) and b), arguing that psuedo-affixed

words behaved similarly to real affixed words. Yet, no priming was found in

the orthographic condition, showing that pure orthographic (possibly phono-

logical) overlap cannot explain the results. These results were interpreted to

support the automatic decomposition of morphemes, such that even brother is

decomposed into broth and -er, regardless of its true morphological status.

Whole word-based models also agree on morphological processing at some

level, but crucially not at the level of representation. For example, the supralex-

ical model, one type of whole word-based model (Giraudo & Grainger, 2000),

argues that all words are retrieved as whole word forms first, and morpho-

logical parts are accessed after the recognition of whole forms. Based on this

model, the latency effect or priming effect is shown not at the recognition level

but in the other, possibly later stages of processing.

2.1.1.3 Neurolinguistic evidence

Recent neurolinguistics studies with brain-imaging techniques have provided

strong evidence for the special status of morphologically related words that are

different from semantically and phonologically related words. First, a set of

studies was designed to separate semantic effects from morphological effects

(Marslen-Wilson, 2007; Marslen-Wilson & Tyler, 1998; Marslen-Wilson et al.,
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2000).

For example, in an ERP study the patterns of brain activity associated with

regular and irregular cross-modal repetition priming were almost identical,

with both showing left anterior negativities. However, semantic primes showed

only a centrally distributed N400-type effect (Marslen-Wilson et al., 2000). These

results demonstrate that morphological effects and semantic effects are pro-

cessed in different regions of the cortex.

Brain-damaged patients further provide valuable evidence of differences

between morphological effects and phonological effects (Tyler, Randall, & Marslen-

Wilson, 2002; Tyler, Stamatakis, Post, Randall, & Marslen-Wilson, 2005). For ex-

ample, Tyler, Randall, and Marslen-Wilson (2002) used a speeded same-different

judgment task and asked participants to find differences in three diverse sets

of pairs: the past tense and stem of regular verbs played/play, irregular past

tense verbs taught/teach, phonologically matched pseudo-regular and irregular

pairs trade/tray; port/peach, and similarly matched sets of non-word. Data from

non-fluent aphasia patients with damage to the dominant left hemisphere re-

vealed that they performed consistently worse on the regular past-tense pairs

played/play than on the matched pseudo-regular trade/tray and non-word pairs.

Until now, research has demonstrated that morphological effects are dif-

ferent from semantic effects and phonological effects. Neurological evidence

also suggests that regular and irregular inflected forms are processed differ-

ently (Longworth, Marsden-Wilson, Randall, & Tyler, 2005; Marslen-Wilson &

Tyler, 1997, 1998; Miozzo, 2003; Patterson, Lambon Ralph, Hodges, & McClel-

land, 2001; Tyler, de Mornay Davies, et al., 2002; Tyler, Randall, & Marslen-

Wilson, 2002; Ullman et al., 1997, 2005). The leading evidence comes from

brain-damaged patients’ behavioral differences between processes involving

regular and irregular forms. Previous research shows that different neural sys-

tems are required for the production and perception of regular and irregular
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inflected forms in English. For example, deficits in the regular inflected forms

tend to co-occur with left hemisphere lesions, especially those involving the left

inferior frontal cortex and superior temporal cortex. However, deficits in irreg-

ular inflected forms tend to co-occur with medial and inferior temporal lesions

(Longworth et al., 2005).

These neurolinguistic data can be interpreted in support of both types of

processing models. This is because both types of models assume differences be-

tween morphologically related words and other non-morphologically related

pairs that are phonologically or semantically similar. The whole word-based

models assume quantitative difference (similarity strength) whereas morpheme-

based models assume qualitative differences.

Therefore, in the adult literature, both types of models are well supported.

However, in the developmental literature, no study has been designed to tease

these two types of models apart. In the following section, I summarise previ-

ous studies on the acquisition of morphologically complex forms and the pre-

dictions that the two distinct models make on this issue.

2.2 Acquisition of Morphologically complex forms

The two distinct types of models, whole word-based models and morpheme-

based models, make differing predictions about the order in which complex

forms and individual morphemes are acquired. First, the whole-word process-

ing models presuppose a strict acquisition order between whole words and in-

dividual morphemes, arguing that children will acquire the whole forms prior

to individual morphemes. That is, only after acquiring a number of different

words with a same root, can children demonstrate any knowledge of individual

morphemes. Also, these types of models presuppose that children will not be

able to distinguish morphologically related pairs such as wins-win from phono-
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logically related pairs like winch-win, before acquiring the meaning of these

forms.

However, morpheme-based processing models do not presuppose such a

strict order: therefore, under these models it is possible for infants to decom-

pose morphologically complex forms and relate root forms to inflected forms

from the developmental onset of word segmentation. Also, these models hy-

pothesize that prior to meaning acquisition, infants may be able to differenti-

ate morphologically-related pairs (wins-win) from phonologically-related pairs

(winch-win). Crucially, this would rely on their recognition of functional ele-

ments. The differing predictions of the two types of models are summarized in

Table 2.2.

Table 2.2: Acquisition hypotheses

Whole word-based models Morpheme-based models

Before meaning acquisition wins-win ≡ winch-win wins-win 6= winch-win

Order of acquisition whole word > morphemes whole words ≤morphemes

Let us now examine the empirical evidence in support of these develop-

mental predictions. Early studies of the development of morphology focused

on the production of complex forms and the developmental sequence in which

inflectional morphemes are acquired. The first seminal study was carried out

by Berko (1958), who conducted various wug tests (providing novel forms to

observe rule applications) with preschool children and first graders (age range:

4-7). She found that forms that have allophones or alternative forms such as

auxiliary be are acquired later in development than invariant forms such as -ing.

Based on Berko (1958)’s results, Brown (1973) conducted a corpus analysis with

three children (Brown Corpus in CHILDES database, MacWhinney, 2000) and
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reported the mean order of acquisition of 14 English morphemes. The results

illustrate that the 14 grammatical morphemes of English emerge in a more or

less invariant order across children, as shown in Table 2.3.

Table 2.3: Mean order of acquisition of 14 morphemes across three children,

(Brown, 1973)

Morpheme Average Rank

1. Present progressive -ing 2.33

2-3. in, on 2.50

4. Plural -s 3.00

5. Past irregular 6.00

6. Possessive 6.33

7. Uncontractible copula 6.50

8. Articles (a, the) 7.00

9. Past regular 9.00

10. Third person regular 9.66

11. Third person irregular 10.83

12. Uncontractible auxiliary 11.66

13. Contractible copula 12.66

14. Contractible auxiliary 14.00

In fact, inflected forms tend to appear very early in production. For lan-

guages where uninflected roots cannot surface as possible words, inflected

forms are already uttered in the one-word stage (Hungarian: MacWhinney,

1976; Finnish: Toivainen, 1980; Italian: Pizzuto & Caselli, 1994). In languages

where uninflected roots can surface in the utterance, as in English, the first in-

flected forms usually appear in the two-word stage (Brown, 1973). Based on

this early production of inflected forms, a controversy has emerged between
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Full-Competence (Poeppel & Wexler, 1993) and Structure-building approaches

(Clahsen, Eisenbeiss, & Penke, 1996) in syntax acquisition, a parallel debate

that between morpheme-based models vs. whole word-based models. Full-

competence approaches argue that children have functional categories such

as INFL (e.g., inflection) early on (e.g., Very Early Knowledge of Inflection,

Wexler, 1998). However, structure-buildling accounts argue that early utter-

ances of complex forms are formulaic expressions that the child has learned

and stored as unanalyzed chunks.

Based on corpus analysis and experimental results, some studies support

structure-building accounts proposing that children learn grammar item by

item (Ingram, 1985; Tomasello, 1992, 2000, 2003; Bybee, 1995). For example,

Tomasello reported his child’s use of 162 verbs and predicative expressions

(1992). Among those 162 expressions, almost half were used in only one con-

struction type, and over two-thirds were used in either one, or two construc-

tion types. Based on this observation, Tomasello has argued that children’s

early verb acquisition is organized and structured around individual verbs.

Tomasello goes further and argues that young children’s earliest linguistic pro-

ductions are based on concrete items and structures, showing no evidence of

abstract syntactic categories or models (Tomasello, 2000). This extends to chil-

dren’s morphological development. He argues that children learn complex

verb production item by item: children might use all morphological forms for

one verb, but that does not naturally expand to include other verbs. His exper-

imental results also show that children produce verbs that they learn based on

the input: they rarely combine newly learned verbs with other words and sel-

dom go beyond what they hear from adults. Similarly, Bybee’s network model

of morphological organisation and acquisition is based on usage as well: mor-

phology is acquired item by item and by repetition (Bybee, 1988, 1991, 1995,

1998, 2001). Plunkett and Marchman (1993) further suggest that the transition
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from item-learning to system-building (i.e., learning the morphology or gram-

mar of a language) happens once children have multiple items learned and

stored in their mental lexicon. For example, they argue that English past-tense

formation starts when a minimum of 50 verbs have been acquired.

However, recent studies on this issue illustrate that production of a morpho-

logically complex forms is influenced by many factors other than the knowl-

edge of the morpheme (Hsieh, Leonard, & Swanson, 1999; Song, Sundara, &

Demuth, 2009; Sundara, Demuth, & Kuhl, 2011; Theodore, Demuth, & Shattuck-

Hufnagel, 2011; Mealings & Demuth, 2014). For example, Song et al. (2009) and

Sundara et al. (2011) demonstrate that the production of the 3rd person singu-

lar -s is significantly influenced by the coda complexity and the position of the

verb within the utterance. Two-year-olds produced more -s in simple C context

(e.g., Here he blows) than CC context (e.g., Here she drives). Also, they produced

more inflections in sentence-final position (e.g., Here he blows) than sentence-

medial position (e.g., He blows now). Also, children at 22-months distinguish

grammatical and ungrammatical sentences with the -s morpheme, illustrating

that the perception knowledge of morphologically complex forms precedes the

production of these forms (Sundara et al., 2011). These results highlight the fact

that lack of production does not necessarily mean lack of knowledge.

Also, in contrast to what Tomasello and Bybee suggest, children’s acqui-

sition of complex forms does not strictly follow the input frequency of these

morphemes, arguing against the proposal that children simply imitate from

the input. Table 2.4 summarizes typical relative frequency of morphemes in

parental speech. For example, the determiners the and a are the most frequent

morphemes in the childrens’ environment even though they are acquired rela-

tively late. This shows that frequency by itself cannot explain developmental

order, although it may have some role to play in conjunction with other factors.
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Table 2.4: Typical relative frequency of morphemes in parental speech,

(O’Grady & Cho, 2001)

Morpheme

1. Articles (a, the)

2. Present progressive -ing

3.. Plural -s

4. Auxiliary be

5. Possessive

6. Third person singular

7. Past tense regular

How early are infants sensitive to morphology? Recent studies have looked

at infants’ perception of morphologically complex forms, and have asked whether

infants recognize funtional morphemes and relate complex forms to the root

forms. For example, 11-month French-learning infants were able to relate a

root form to the complex form with a real frequent French morpheme -e but

not to complex forms with a pseudo morpheme -u (Marquis & Shi, 2012). To

test this, infants were first familiarized with a root word (either trid or glyt)

and later tested with passages with inflected root words (with a real functor -e,

tride or glyte; with a pseudo morpheme -u, tridu or glytu). Only when tested

with inflected words with the real functor -e, did infants listen longer to the

trained root word. Interestingly, when infants were prefamiliarized with the

complex forms with the pseudo morpheme -u prior to the experiment, infants

were able to relate trid to tridu. These results suggest that infants recognize root

forms only from the complex forms with functional elements, and they do this

based on distributional cues. Similarly, English-learning 15-month-olds have

been shown to segment the suffix -ing from various roots, but fail to segment
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endings that are not morphemes such as -ot (Mintz, 2013). English-learning

12-month-olds have also been shown to map complex forms with the -ing mor-

pheme to the root forms even in the presence of a phonological alternation;

map pa[d] to pa[R]ing despite the [d] and [R] difference (Sundara, Kim, White, &

Chong, Under Revision).

These perceptual studies indicate that preverbal infants recognize functional

elements, and this is likely based on distributional cues (Marquis & Shi, 2012).

As shown in Chapter 1, based on distributional cues, function words are “known

words” for infants as young as 6 months. Infants can use this function word

knowledge to a) segment adjacent words, and b) categorized words. Such a role

for function words has been noticed and incorporated into acquisition theo-

ries. For example, Prosody-functor bootstrapping models (Christophe, Guasti,

Nespor, Dupoux, & Van Ooyen, 1997; Christophe et al., 2008; Morgan, R., &

Allopenna, 1996; Shi, 2005) argue that infants are born with the mechanism to

acquire function words and the recognition of these function words bootstraps

word segmentation and grammatical acquisition (Shi, 2014). In frequent frame

models (Mintz, 2003), function words are used as frames to segment and cat-

egorize words. For example, the and frame can be used by 12-month-olds to

segment nouns. Function words are used as frames, because they appear fre-

quently in a fixed grammatical position. Functional morphemes are likely to

occur frequently in the input as well, and they are attached to a certain gram-

matical word, thus have fixed positions. Therefore, it is possible that functional

morphemes can also be used as part of frequent frames.

In this dissertation, I hypothesize that functional morphemes can be “known

words” for infants from early on, just as function words are for them. I have laid

out reasons behind this hypothesis in Chapter 1, and in Chapter 2 provided evi-

dence that functional morphemes are recognized earlier (around 11-12 months)

than might be assumed based on previous production studies. Some factors
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may influence this early representation of functional morphemes, such as fre-

quency and transitional probability of the functional elements. In the next

chapter, I conduct a corpus analysis on English functional morphemes to un-

derstand their distributional cues.
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CHAPTER 3

Corpus Analysis

Distributional cues are thought to be one of the most important cues in mor-

phology acquisition, playing a primary role in the earliest stages of morpheme

discovery (Baroni, 2000; Lignos, 2012). Specifically, distributional properties

suggest that certain substrings that can occur frequently and combine with

other segments are “possible words”. Acknowledging the importance of the

distributional cues in morpheme recognition and verb acquisition, I conducted

corpus analysis of functional elements to understand the input that infants re-

ceive.

3.1 Distributional cues: Frequency & Transitional Probability

The two distributional cues that this chapter reports on are frequency and Tran-

sitional Probability (TP). The effect of frequency in word segmentation and ac-

quisition has been widely reported in previous research. In fact, the surface

frequency effect, which demonstrates differences in word recognition as a func-

tion of form frequency, is one of the most reliable phenomena described in psy-

cholinguistics (Taft & Forster, 1975; Taft, 1979, 2004; Burani, Salmaso, & Cara-

mazza, 1984; Meunier & Segui, 1999; Dominguez, Cuetos, & Segui, 2000; Am-

bridge, Kidd, Rowland, & Theakston, 2015; Estivalet & Meunier, 2015). Also,

word frequency is one of the main cues that infants use to identify function

words (Shi et al., 1999; Shi, Cutler, et al., 2006; Hochmann et al., 2010). There-
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fore, it is important to analyze the frequency of functional morphemes to un-

derstand its role in morpheme acquisition and representation.

Previously, production studies with children have shown that a number of

factors influence when children succeed in decomposing inflected words, i.e.,

complex forms with functional morphemes (Peters & Menn, 1993; Dressler,

2010). Functional morphemes that appear frequently and with a number of

different roots in the input are acquired before morphemes that appear infre-

quently. Bybee (1995) has suggested that the type frequency of a functional mor-

pheme, i.e., the number of roots a functional morpheme combines with, is a

decisive factor in acquisition.

In addition to type frequency, token frequency is another factor that has been

thought to influence the acquisition of functional morphemes (Bybee, 1995). In-

flected words that appear frequently in the input of children are among the first

forms to be produced by the children themselves (Gagarina & Voeikova, 2009).

Besides the token frequency of a specific inflected form, the token frequency of

a functional morpheme, i.e., the number of times a functional morpheme occurs

in the child’s input, is also important in the early acquisition of inflected forms

(Perroni Simoes & Stoel-Gammon, 1979; Dabrowska & Szczerbinski, 2006).

In this dissertation, I report all three types of frequency; type frequency and

token frequency of a functional morpheme, as well as the token frequency of

complex forms, i.e., inflected words.

Another type of distributional cue that is reported in this dissertation is

Transitional Probability (TP). The role of TP in word segmentation has been

well investigated. Since the seminal work by Saffran, Aslin, and Newport

(1996), studies have shown that infants can use TP in segmenting words from

fluent speech, and this cue is language-universal (Saffran, 2003; Pelucchi et al.,

2009a). Even though limitations on TP have been found in that infants’ pre-

vious knowledge of word length is crucial for success in word segmentation
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using TPs (Finn & Hudson Kam, 2008; Johnson & Tyler, 2010; Lew-Williams &

Saffran, 2012), the role of TP in infants’ language acquisition has been widely

acknowledged. In this dissertation, we compare the TP of various functional

morphemes and demonstrate that the presence of some functional morphemes

predicts clearer and stronger word boundaries than others.

Also, the directionality of TP has been shown to influence word segmenta-

tion. Both forward TP (FTP) and backward TP (BTP) have been shown to be

equally informative as independent cues to word boundaries (Swingley, 1999)

and infants have been shown to use both types of cues (Saffran, Werker, &

Werner, 2006; Pelucchi et al., 2009a; Pelucchi, Hay, & Saffran, 2009b). Also, de-

pending on the characteristics and positions of grammatical morphemes, either

FTP or BTP is more predictive of word boundaries. For example, Gervain and

Guevara Erra (2012) illustrated that backward probabilities are more effective

in Hungarian, a heavily suffixing language, whereas forward probabilities are

more informative in Italian, which has fewer suffixes and a large number of

phrase-initial function words. This dissertation reports both forward and back-

ward TP, as English uses both phrase-initial function words (e.g., a, the) as well

as suffixes (e.g., -s, -ing, and -d).

3.2 Corpus

We analyzed the Brent Corpus (Brent & Siskind, 2001) from the CHILDES database

(MacWhinney, 2000). This particular corpus was chosen as it includes morpho-

logically transcribed audio-recordings of mothers interaction with their prever-

bal infants, making it possible to conduct morpheme analysis.
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3.3 Methods

3.3.1 Participants

Recordings from sixteen mother-infant pairs are available in the Brent Corpus

(Brent & Siskind, 2001), and all were analyzed in the current dissertation. The

infant age ranged between 9 to 17 months. Out of sixteen mothers, eight had

higher SES, whereas the other eight had lower SES. On average, eleven sessions

(range: 8-14) were available for each pair. Sessions were recorded once every

two weeks, and each session lasted one and a half to two hours. The middle 75

minutes of each session were extracted and transcribed into the Corpus. The

final dataset includes 248 hours of speech and 1,467,855 words.

3.3.2 Procedure

All 8 English functional morphemes were analyzed; the four consonantal mor-

phemes such as plural -s, possessive -s, 3rd person singular -s, and past tense

-d, and the other four vowel-initial morphemes such as the present progress-

ing -ing, the past participle -en, the comparative -er, and the superlative -est.

Two separate procedures were used for calculating different types of frequency.

First, the CLAN program FREQ function was used in the mother tier to collect

the type and token frequencies of functional morphemes. The same program

and function was used to calculate the top 10 most frequent complex forms,

i.e., inflectional forms with verbal morphemes.

For the morphemes -s and -d, a vowel-initial variant of each morpheme ex-

ists (i.e., [@z] and [@d]), and these were separately counted and reported. The

CLAN program FREQ function was also used to pull out all complex forms

from which the roots were segmented out. After that, I hand checked all the

roots that met the environment for either [@z] or [@d], marked them, and later
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tallied their numbers. Irregular plurals and past tense forms such as mice or

sang were excluded as these forms do not have transparent functional mor-

phemes, and therefore do not contribute to the acquisition of functional ele-

ments.

Additionally, the segmental frequency of the consonantal morphemes were

also calculated, for example, the frequency of [s] as a segment, as the segmental

frequency will likely interfere with or influence morpheme recognition and seg-

mentation. That is, infants might recognize [s], not because it is a morpheme

per se, but because the segment -s appears very frequently in the input. The

segmental frequency was calculated from the CMU transcribed Brent Corpus

(Daland, 2013). This particular corpus was used because we needed a phonet-

ically transcribed corpus as the spelling does not correctly correspond to the

sounds. For example, the word box ends with the letter x that corresponds

to the sound [s]. In our analysis, we included words such as box, therefore it

was necessary to use a phonetically transcribed corpus. The frequencies of the

target segments were pulled out in different positions within a word using a

python script.

Transitional probability was also calculated in two ways. FTP measures the

probability of event Y given event X. Therefore, in morpheme acquisition, this

FTP is measured as the probability of individual functional morpheme given

a root. As this dissertation focuses on verbal morphology, all the verbs that

the mothers used were first pulled out from the sentences with their contexts

using the COMBO function in CLAN. Subsequently, I calculated the token fre-

quency of each functional morpheme using the FREQ function in CLAN. As

a result, only verbal morphemes are reported.1 BTP measures the likelihood

1We aim to compare the TP of various morphemes that can potentially appear with same
roots. This is because we are calculating the frequency of the morphemes (Y) given the fre-
quency of the roots (X). Therefore nouns, which can only conjugate with the -s morpheme, are
not included in this calculation.
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of X preceding Y. Therefore, in morpheme acquisition, this BTP is measured as

the frequency of [root+morpheme] complex forms given the frequency of the

functional morpheme.

3.4 Results

3.4.1 Frequency

I first report the token frequency of functional morphemes and compare them

with the frequency of function words and frequent content words. By com-

paring the frequencies of functional morphemes and function words, I aim

to show that the two types of functional elements are comparable in terms of

their frequency, and both of them are more frequent in the input than the con-

tent words. Type frequency will be discussed in the BTP subsection (backward

transitional probability).

3.4.1.1 Token frequency of functional morphemes

Table 3.1 summarizes the frequency of all functional morphemes in English.

Importantly, both inflectional morpheme frequency and derivational morpheme

frequency are reported for -ing, -en and -er, as it is unlikely that infants at 6-

months distinguish the derivational and inflectional usage of the morpheme.

On a similar note, the three functional -s morphemes are reported individu-

ally but later combined as there is no reason to believe that infants at 6-months

distinguish the three -s morphemes.

First, let us look at the token frequency of functional morphemes shown

in Table 3.1. Interestingly, both -s (n = 12,583) and -ing (n = 12,578) are very

frequent and matched in frequency. The past tense morpheme -d follows and is

the next frequent functional morpheme (n = 2,350), with the other three vowel-
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initial morphemes being relatively infrequent, occurring less than 1,000 times

in the whole Corpus.

Table 3.1: Properties of the functional morphemes in the corpus study. Num-

bers in parentheses represent the frequencies of the vowel-initial variants.

Functional Word class Meaning Type Token

morpheme (function) frequency frequency

-s/z (@z) N Plural 3,867 (50) 8,252 (358)

N Possessive 175 (8) 1,784 (14)

V 3rd person sg. 200 (23) 2,547 (79)

total 4,242 (81) 12,583 (451)

-t/d (@d) V Past tense 298 (51) 1,588 (182)

Adj Past participle 183 (51) 762 (115)

total 481 (102) 2,350 (297)

-ing V Present progressive 432 7,264

N Gerund 135 5,296

total 582 12,578

-er N Derivational 110 538

Adj Inflectional (comparative) 40 187

total 150 725

-en Adj Derivational 3 12

V Inflectional 12 350

total 15 362

-est Adj Inflectional (superlative) 26 64

To accurately understand the relative frequencies, let us compare these num-

bers with the frequency of function words such as the and content words such
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as mommy/mama. Table 3.2 reports the token frequency of four function words

the, a/an, his, and her(s). In previous research, the was representatively used

as a high frequency function word, and her was representatively used as a low

frequency function word (Shi, Cutler, et al., 2006). The frequent function word

the appears 13,853 times in the Brent Corpus, and the indefinite article, another

high frequent function word a/an, appears 9,720 times. These numbers are com-

parable to those of the functional morphemes -s and -ing.

The low frequency function words his and her(s) appear 696 times and 582

times respectively. These number of occurrences are comparable to that of the

functional morpheme -er (n = 725); the past tense morpheme -d (n = 2,350) is

somewhat more frequent than the low frequency function words.

Table 3.2: Properties of the four function words the, a(n), his and her(s)

Function words Token frequency

the 13,853

a/an 9,480/240

his 696

her/hers 577/5

But, are the functional elements really frequent in the input? We now com-

pare these numbers with the frequency of content words. Tables 3.3 and 3.4

report the frequency of top 10 content words and top 10 nouns in the Brent cor-

pus. Interestingly, out of 10 content words reported in Table 3.3, there is only

one noun, mommy/mama. The other words consist of seven verbs and two ad-

verbs. This table illustrates that the frequent functional elements are two times

more frequent in the input compared to the most frequent content word. If

we use more rigorous and commonly reported method and summarize only

the frequent nouns (Bortfeld et al., 2005; Bergelson & Swingley, 2012), the fre-
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Table 3.3: Properties of the top 10 frequent content words.

Content words Word class Token frequency

here Adv 6,372

go V 6,228

get V 5,703

there Adv 5,378

want V 5,342

come V 5,342

mommy/mama N 3,788/736

let V 3,731

see V 3,461

put V 3.064

Table 3.4: Properties of the top 10 frequent nouns.

Noun Token frequency

mommy/mama 3,788/736

baby 1,684

boy 1,270

Henry 1,098

ball 1,026

book 981

kitty 804

girl 794

Brooklyn 748

water 726
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quency difference becomes more drastic.

Based on the token frequency analysis, I hypothesize that preverbal infants

may recognize and segment high frequency functional morphemes -s and -ing

from fluent speech, as they do with frequent function word the (Hohle & Weis-

senborn, 2003; Shi & Gauthier, 2005; Shi, Cutler, et al., 2006). However, infants

at 6-months may not recognize nor segment low frequency functional morpheme

-d as they do not recognize low frequency function words till 11-13 months of

age (Shi, Cutler, et al., 2006).

3.4.1.2 Segmental frequency

We also need to consider the segmental frequency for consonantal morphemes,

-s and -d. These two segments can appear in word final position regardless

of their morphological status. Therefore, infants might recognize and segment

them not because of their morphological status, but because of their frequent

appearance in word-final position. To understand the segmental frequency and

its role in morpheme acquisition, Table 3.5 reports the number of occurrences of

target segments -s, -z, -t, and -d, in the CMU transcribed Brent Corpus (Daland,

2013). The number of occurrences of the segment -S is also reported here as this

segment is used in later experiments in Chapter 4.

The results show the same patterns for both SES groups, so we present a

combined table for both groups. We then combined the frequency of [s] & [z]

and [t] & [d] to enable a comparison with the frequency of functional mor-

phemes -s and -d. Both the -s morpheme and the -d morpheme have voiced

([z] and [d]) and voiceless ([s] and [t]) allomorphs respectively. The number of

segment occurrences was later divided by the number of the occurrences of all

segments within the Brent corpus, which was 1,483,793 (total 70 segments; 26

consonants).
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Table 3.5: Frequency of segments -s, -z, -t, -d, and -S in CMU transcribed Brent

Corpus (Daland, 2013) in different positions within a word.

Segments Word-initial Word-final Total % of total segments

[s] 26,532 26,487 62,198 0.04%

[z] 786 26,164 29,095 0.02%

[t] 19,450 67,995 118,104 0.08%

[d] 20,913 23,280 52,410 0.035%

[s] & [z] combined 27,318 52,651 91,293 0.005%

[t] & [d] combined 40,363 91,275 170,514 0.115%

[S] 3,197 1,909 6,287 0.004%

Out of four segments, the segment [t] is the most frequent overall as well as

word-finally. The segment [s] follows [t], and [d] is slightly less frequent than

[s]. Lastly, [z] is the least frequent segment overall, and in word-initial position.

The segment [S], which is not a functional morpheme, occurs significantly less

than the other four target segments. If we combine the frequencies of [s] and

[z] and [t] and [d] together, we see that [s]/[z] are half as frequent as the [t]/[d]

segments in all positions, and crucially in word-final position. Our findings on

the segmental frequency are consistent with previous analysis of English adult-

directed speech (see Wang & Crawford, 1960 for a summary of 10 studies on

this issue).

Table 3.6 reports part of the results from Wang and Crawford (1960) and

describes the relative frequencies (in percentile) of target segments out of all 22

consonants in 10 studies. Each study is referred to as its author’s name, for ex-

ample, TRN for Tranka (1935). Among the four target segments, [t] is the most

frequent one, with [s] and [d] being somewhat less frequent than [t], and [z]

being the least frequent. Although the detailed rankings are slightly different,
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Table 3.6: Relative frequency of the four target segments and the segment -S out

of 22 consonants (from Wang & Crawford, 1960)

TRN FOW CAR HAY WHI DEW VOE FRE FRY TOB

[s] 9.23 6.05 5.58 7.65 7.36 7.22 7.52 5.41 7.94 6.22

[z] 1.34 4.12 3.14 3.69 4.58 4.71 3.45 3.05 4.06 3.54

[t] 12.47 10.21 11.35 12.70 10.14 12.13 11.62 13.96 10.72 15.68

[d] 7.13 6.83 4.97 5.80 8.49 7.53 8.24 6.67 9.06 6.76

[S] 3.39 2.37 1.51 2.19 2.18 2.12 1.63 1.36 2.26 1.33

all papers on this issue report that the segments [t]/[d] are more frequent than

the segments [s]/[z] (for summary, see Wang & Crawford, 1960).

Particularly relevant to this dissertation is a comparison of the segmental

frequency reported in Table 3.5 and the morpheme frequency reported in Table

3.1. Although [s]/[z] are less frequent than [t]/[d] as segments, they are more

frequent than [t]/[d] as morphemes. Therefore, if 6-month-olds are sensitive

to pure segmental frequency, then they should be able to use [t]/[d], more fre-

quent segments, but not [s]/[z], in the segmentation task. However, if infants

are sensitive to morpheme frequency, then we expect an opposite pattern: 6-

month-olds should be able to use the frequent morpheme [s]/[z], but not the

less frequent morpheme [t]/[d] in the word segmentation task.

How, then, would infants at such a young age differentiate morpheme fre-

quency from segmental frequency? In this dissertation, I consider two possi-

bilities; whole word frequency and Transitional Probability (TP). Whole word

frequency helps infants segment morphologically complex words that are fre-

quent. As we will see in the next section, many frequently occurring complex

forms share the same root such as go, going, and goes, making it possible for

learners to notice the overlapping root go. TP can help infants notice individual
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morphemes; certain functional morphemes have lower transitional probabil-

ity such as -s as the occurrence of the complex form cleans (n = 2) is very low

given the root form clean (n = 245). However, the complex form with the -ing

morpheme cleaning (n = 45) has higher TP, indicating that the morpheme -s de-

lineates a better word boundary between the root and the morpheme compare

to the -ing morpheme. In the next sections, I discuss the whole word frequency

and TP; and how they help infants find word boundaries.

3.4.1.3 Whole word frequency

Another frequency effect that may affect complex form acquisition is token fre-

quency of the whole complex forms (Bybee, 1995). Table 3.7 reports the 10

most frequently occurring whole words in four verbal forms; root forms, com-

plex forms with -ing, complex forms with -s, and complex forms with -d. The

numbers in the cells indicate the number of occurrences of those forms in the

Corpus. For example, the token frequency of the word want is 5,099 and that of

the 3rd person singular form wants is 175.

Interestingly, about half of the words in Table 3.7 appear more than in one

cell, indicating that frequent roots appear in various inflected forms in the in-

put. Therefore, infants not only get many instances of the word come (n = 3,997),

but they also get many instances of coming (n = 243) along with many instances

of comes (n = 203). This further means that some of the first words that infants

may acquire are various forms of the same root; come, coming, and comes. I have

emphasized words using boldface and italics that appear in more than one col-

umn in Table 3.7 to highlight the fact that multiple inflected forms with the

same roots are frequent in the input. The bold-faced words represent words

that appear in three columns and italicised words represent words that appear

in two columns.
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Table 3.7: Whole word frequency for top 10 verbs

whole token -ing inflected token -s inflected token -d inflected token

root freq word freq word freq word freq

go 5,510 going 4,465 goes 424 dropped 84

do 5,138 doing 1,121 says 358 happened 68

want 5,099 getting 413 comes 203 wanted 68

get 4,173 trying 392 wants 175 washed 62

come 3,997 looking 282 loves 118 dressed 54

see 3,354 coming 243 likes 94 tired 51

put 3,056 playing 227 makes 85 supposed 49

let 2,978 eating 219 needs 77 used 45

look 2,428 making 151 looks 70 changed 43

have 1,868 talking 145 hands 55 missed 37

These overlapping roots in frequent complex forms could help infants rec-

ognize the roots and further facilitate functional element recognition.

3.4.2 Transitional Probability

Another type of distributional cue that may help infants notice functional el-

ements is Transitional Probability (TP). Previous studies on TP show that se-

quences that have lower TP such as prettybaby indicate a better word boundary

than the sequences that have higher TP prettybaby. Using this cooccurrence

probability, infants successfully treat pretty as a word and place a word bound-

ary between ty and ba.

Therefore, if a given root appears with only one functional morpheme often,

then the frequently occurring morpheme does not provide a reliable “word”
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boundary. For example, if the root eat mostly co-occurs with the morpheme

-ing rather than the morpheme -s, then the presence of -s gives a relatively

stronger boundary than the -ing. Table 3.8 reports partial data from all verbs

that the mothers uttered in Brent corpus that have full verbal conjugations (see

Appendix B for all verbs).

In Table 3.8, we limited our analysis to verbs that have all four conjugations

present in the corpus, i.e., root, -s, -ing, -d to compare TP of each morpheme

given a same root. The -s morphemes that are attached to nouns are not re-

ported here, as both the plural -s and possessive -s are the only morphemes

that can be attached to the nouns, therefore making it impossible to compare

the TP of those types of -s with TPs of other functional morphemes.

There are several things to note in this table. First, the root forms of the

verbs appear very frequently in the input. This is due to the characteristics of

English, that it does not mark the present tense with overt morphemes except

for the 3rd person singular. Also, root forms can appear in imperative sentences

and sentences with modal verbs. Second, overall, for the same root, [root + -

ing] appears more frequently in the input than either the [root + -s] form or the

[root + -d] form. For example, the root chew appears 202 times in the input,

chews appears 1 time, chewing appears 40 times, and chewed appears 3 times

in the Corpus. Therefore, the TP between chew and -ing is higher than that of

chew & -s and chew & -d, indicating that the -ing provides a less clear “word”

boundary than -s and -d.

Backward transitional probability (BTP) presents similar arguments. It com-

putes the probability that the functional morpheme has been preceded by a

root, which is equal to the probability of the complex forms (e.g., root + mor-

pheme) over the probability of the occurrence of the functional morpheme (i.e.,

token frequency of that functional morpheme). BTP is particularly useful to

understand TP differences between -ing and -s. This is because these two mor-
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phemes have similar token frequencies (12,578 and 12,583 respectively; denom-

inators when computing BTP). Therefore, we can directly compare the frequen-

cies of complex forms (e.g., [root + -s] vs. [root + -ing]; numerators when com-

puting BTP) to understand their BTP differences. Higher frequency in complex

forms indicates higher BTP, which signals a less clear “word” boundary. As

shown in Table 3.8, the complex form frequency is higher with the -ing mor-

pheme (n = 1,175) than with the -s morpheme (n = 549). Therefore, the -s mor-

pheme, which has lower BTP, signals a better “word” boundary than the -ing

morpheme.

Based on the complex form frequencies reported in Table 3.8, I have calcu-

lated the FTP and BTP for each root. The median FTP and BTP for the three

target functional morphemes are reported in Table 3.9. Note that the -s mor-

pheme has lower FTP and BTP than the -ing morpheme, and the TP for -d

is in between the two functional morphemes. These results indicate that the

morpheme -s signals the strongest “word” boundary, and the morpheme -ing

signals the weakest “word” boundary.

Type token ratio can also be used to compare the different strength of bound-

aries that these morphemes indicate which is reported in Table 3.10. Unlike the

TP values where low TP signals a better “word” boundary, high type token ra-

tio indicates a better “word” boundary. The type frequency reports the number

of roots that the morpheme is attached to. Given that the token frequency of the

morphemes -s and -ing are very similar, this means that the -ing morpheme is

attached to fewer roots more often, making it not a good possible independent

unit, therefore not a strong “word” boundary indicator. Conversely, the mor-

pheme -s appears with varying roots, making it a better possible independent

unit, which marks a better “word” boundary.

In summary, based on the findings of the corpus analysis, I hypothesize that

preverbal infants may treat high frequency functional morphemes -s and pos-
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sibly -ing as possible “words” and represent them separately in their mental

lexicon, as they do with high frequent function words such as the. However,

there might be a difference between -s and -ing, as -s is a better “word” candi-

date than -ing, based on the TP.
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Table 3.8: First 24 verbs with functional morphemes and the number of their

appearance from Brent Corpus

verb # root # -s # -ing # -d

bark 3 1 40 13

begin 3 19 2 14

block 2 2 3 2

break 35 1 5 19

buy 55 3 12 21

call 75 2 29 60

change 126 3 13 61

chase 15 2 12 6

chew 202 1 40 3

clean 245 2 45 34

climb 81 6 21 8

close 222 2 10 34

comb 33 1 10 10

come 3,997 203 1 39

cook 22 2 18 1

crawl 50 3 25 4

die 4 1 8 6

dig 8 1 2 1

hop 12 2 1 3

learn 43 1 15 5

leave 236 6 32 120

like 1,512 94 1 11

look 2,428 70 282 31

love 307 118 2 10

sum 9,716 549 1,175 516
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Table 3.9: Median FTP and BTP for -s, -ing and -d for verbs that have full conju-

gation in Brent Corpus (see Appendix B)

Median # -s # -ing # -d

FTP 0.03 0.16 0.07

BTP 0.0001 0.0007 0.002

Table 3.10: Type token ratio for morphemes -s, -ing and -d in Brent Corpus

# -s # -ing # -d

type 4,242 582 481

token 12,583 12,578 2,350

ratio 0.34 0.04 0.2
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CHAPTER 4

Infant Experiments

Seven experiments were conducted to test preverbal infants’ segmentation and

representation of morphologically complex forms. Three inflectional morphemes

(-s, -ing, -d) were used in the Experiments, as they are high frequency mor-

phemes that can attach to verbs. The other three inflectional morphemes (-er,

-en and -est) are not frequent enough for preverbal infants to acquire and to

track their transitional probabilities (e.g., Table 3.1).

6-month-olds were chosen as the target age for the current dissertation be-

cause we aim to test very young infants who have limited words in their mental

lexicon to control for any effect based on their prior lexical knowledge. Ac-

cording to previous research, 6-months is the youngest age at which infants

first demonstrate word segmentation (Bortfeld et al., 2005), begin to associate

sounds and visual referents (Bergelson & Swingley, 2012; Shukla et al., 2011),

and track transitional probabilities (Thiessen & Saffran, 2003; Johnson & Tyler,

2010). If 6-month-olds succeed in relating complex forms and root forms, this

will suggest that infants begin to represent functional morphemes at the same

time as they do whole word forms and, crucially, prior to the acquisition of

meaning, thereby supporting morpheme-based models of auditory lexical pro-

cessing.
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4.1 Morphologically complex forms with -ing

Cross-linguistically, children commonly have more nouns in their production

and comprehension vocabulary compared to verbs. This “noun bias”, has been

reported for various languages such as English (Bornstein et al., 2004; Caselli et

al., 1995; Gentner, 1982), French (Bassano, 2000; Bornstein et al., 2004; Parisse &

Le Normand, 2000; Poulin-Dubois, Graham, & Sippola, 1995), Dutch (Bornstein

et al., 2004; De Houwer & Gillis, 1998; Verlinden & Gillis, 1988), German (Gentner,

1982), Italian (Bornstein et al., 2004; Caselli et al., 1995; Tardif, Shatz, & Naigles,

1997), Spanish (Bornstein et al., 2004; Jackson-Maldonado, Thal, Marchman,

Bates, & Gutierrez-Clellen, 1993), Hebrew (Bornstein et al., 2004; Maital, Dromi,

Sagi, & Bornstein, 2000), Kaluli (Gentner, 1982), and Japanese (Gentner, 1982;

Sakurai, 1998; Yamashita, 1999). Nazzi et al. (2005) illustrate that this delay of

verb acquisition starts early, and is seen first as a delay in the segmentation

of verbs. Specifically, they report that English-learning infants segment verbs

only at 13.5-16 months of age.

Parental reports from the MacArther-Bates Communicative Development

Inventories (CDI; Fenson et al., 1993), however, tells a different story about the

acquisition of verbs. 8-month-old infants are reported to comprehend verbs

such as eat, kiss, drink (action), splash, dance, sleep and etc. The discrepancy be-

tween the Nazzi et al. (2005)’s claims and parental reports may be attributed

to the lack of understanding on childrens input. First, Nazzi et al. (2005) used

bisyllabic verbs in their studies, whereas all the verbs that are reported to be

known to young infants are monosyllabic. Monosyllabic verbs differ from bi-

syllabic verbs prosodically in that they receive strong stress and often exhibit

trochaic stress when conjugated with frequent inflectional morphemes such as

-ing as in kissing. In contrast, 70% of the bisyllabic verbs have an iambic stress

pattern in English (Kelly & Bock, 1988; Sereno, 1986). As infants have strong
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preference for trochaic stress over the iambic stress, it might be possible that

bisyllabic verbs are segmented later than the monosyllabic verbs, due to their

predominant stress pattern. Also, stimuli in Nazzi et al. (2005)’s study did not

have any other cues that infants could use to facilitate segmentation of the verb

category, such as distribution cues or top-down cues. For example, a more re-

cent paper demonstrates that verbs with the -ing morpheme, which occurs fre-

quently in the input, can be segmented earlier than previously reported (Willits

et al., 2014). In their study, 7.5-month English-learning infants were able to seg-

ment the [verb + -ing] form, yet even 9.5 month-olds failed to pull out the un-

inflected root verbs such as kiss in sentences like “I’ll kiss you on your cheek”.

Willits et al. (2014) suggest that frequency of the contextual frames, distribu-

tional cues, can be utilized by infants in segmenting verbs from fluent speech.

The current dissertation is in line with Willits et al. (2014)’s research yet

goes further and hypothesizes that English-learning 6-month-olds, who are at

the beginning stage of word segmentation, will be able to segment complex

verbs with the -ing morpheme with the help of known words such as mommy

or mama (Bortfeld et al., 2005). We use Headturn Preference Procedure (HPP;

Kemler-Nelson et al., 1995) to test this in Experiment 1. If infants succeed in seg-

mentation, they should listen longer to the familiar complex forms over novel

complex forms during the testing phase.

4.1.1 Experiment 1: babbing-babbing

4.1.1.1 Methods

Participants Twenty full-term monolingual English-learning 6-month-olds (mean

age = 177 days; range 167:196; 9 girls) participated in this Experiment. Accord-

ing to parental report, none had a history of speech, language or hearing dif-

ficulties, nor did they have a cold or ear infection on the day of testing. All
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were in good health and had at least 90% of their language input in English

(average=97; range 90:100). Eight additional infants were tested but their data

were excluded because they failed to complete testing due to fussiness (n =

4), parental interference (n = 1), and neither mommy nor mama was the most

familiar form (n = 3).

Stimuli Four CVC nonce words were created for the experiment - bab, dop,

kell, and teep. We varied the onset and the vowel to minimize any effect of

individual segments. As for the final consonants, half were voiceless, and half

were voiced. We deliberately avoided using [t] and [d] as a final consonant as

they are tapped [R] in the -ing context.

The words were recorded in four separate lists, with each list containing 15

repetitions of one of the four words separated by an inter-stimulus-interval of

about 1 second. Also, four six-sentence passages containing each of the four tar-

get words were recorded. These six-sentence passages are listed in Appendix

C. Half of the time, the target words were in sentence-initial position and the

other half of the time, they were in sentence-final position. Following Bortfeld

et al. (2005), infants were tested using passages with either mommy or mama,

depending on the form they were most familiar with. In every instance, the

target word followed this familiar word with the appropriate syntax such as

“Mommy is babbing...”. If neither mommy nor mama was the most familiar

form for a particular infant, that infant’s data were discarded.

The stimuli were recorded by a 26-year-old female native English speaker

from Southern California. She was instructed to read the words and the pas-

sages in an animated voice as if talking to a preverbal infant. The stimuli were

recorded in a soundproof booth using a Shure SM10A head-mounted micro-

phone. All stimuli were digitized at a sampling frequency of 22050Hz and

16-bit quantization.
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Table 4.1: Acoustic measures of passages

Measures Passages

Exp 1 & 2 Exp 3 & 4 Exp 5 Exp 6

Average Duration (s) 22.7 21.9 22.2 21.9

Duration range (Min:Max) 22.3:23.3 21.1:22.6 21.2:22.6 21.2:22.6

Average Pitch (Hz) 243 242 244 244

Pitch range (Min:Max) 122:421 118:421 125:422 92:424

Table 4.2: Acoustic measures of word lists

Measures Lists

Exp 1 Exp 3 Exp 2 & 4 & 5 & 6

Average Duration (s) 22.4 22.5 22.5

Duration range (Min:Max) 22.3:22.4 22.4:22.6 22.4:22.6

Average Pitch (Hz) 259 262 247

Pitch range (Min:Max) 172:420 136:422 118:422

Acoustic characteristics of the eight passages (four passages for mommy con-

dition; four passages for mama condition), the average duration, the duration

range, average pitch, and the pitch range, for passages and lists are reported in

Tables 4.1 and 4.2 respectively. The mommy and the mama conditions were com-

bined and averaged. Additionally, the average duration of target words was

550ms (SD = 49) in the passages and 644ms (SD = 85) in the lists. The average

pitch of target words was 186Hz (SD = 28) in the passages and 195Hz (SD =

29) in the lists. The average intensity of the target words was 77.2dB (SD = 1.8)

in the passages and 79.2dB (SD = 1.5) in the lists. All the measurements and

analyses were done using PRAAT (Boersma & Weenink, 2013). The average

loudness level for all the stimuli during playback was 73dB.
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Procedure Infants were tested using the Headturn Preference Procedure (HPP)

(Kemler-Nelson et al., 1995; Jusczyk & Aslin, 1995). The infant sat on her care-

givers’ lap in the center of a three-sided booth. On each side panel, a red light

was located at eye level. A green light was mounted on the center panel, also at

eye level, and a movie-camera was mounted behind this panel, just above the

green light. Each trial began when the green light on the center panel flashed.

Once the infant looked at the center panel, one of the red lights on the side pan-

els began to flash. When the infant turned her head towards that light, speech

began to play. Stimulus presentation continued until the infant looked away

from the flashing light for more than two consecutive seconds or at the end of

the trial. The experimenter observed the infant through a monitor connected to

the camera facing the infant and recorded the infant’s looking time. The exper-

imenter recorded the direction of the infant’s headturns, which in turn deter-

mined the flashing of the lights and the presentation of the speech. The infant’s

looking time to the flashing lights was used as a proxy for listening time. Both

the caregiver and the experimenter wore noise cancelling headphones that de-

livered masking music so they could not influence the infant’s behavior.

Design Infants were tested using the same paradigm as in Jusczyk and Aslin

(1995). Testing was done in two phases. During the familiarization phase, in-

fants heard either the passages with babbing & dopping or kelling & teeping till

they accumulated 45 seconds of listening time to each passage. The trials con-

tinued to alternate until the criterion was met for both passages. During the

test phase that followed, infants were presented all four word lists with the -

ing suffix attached (e.g., the repetition of babbing), two familiar and two novel.

The four word lists were presented in three blocks for a total of 12 test trials.

The order of presentation of the word lists was randomized in each block. Lis-

tening time to familiar and novel test word lists were averaged separately and
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compared statistically.

4.1.1.2 Results & Discussion

Figure 4.1: Average listening time (+/- SE) to familiar and novel words in Ex-

periments 1 (Babbing-Babbing) and 2 (Babbing-Bab).

Average listening times to the familiar (10.63s; SD = 3.1) and novel word

lists (8.72s; SD = 2.3) are presented in Figure 4.1. Out of the 20 6-month-olds

tested, 17 listened longer to the familiar words compared to the novel words.

A mixed ANOVA was conducted with listening time as the dependent vari-

able, Trial-type (familiar vs. novel) as the within-subjects variable and Condi-

tion (babbing/dopping vs. kelling/teeping) as the between-subjects variable. The

main effect of Trial-type (F(1,18) = 11.846, p = .003, η2p = .397) and the interac-

tion between Trial-type and Condition (F(1,18) = 7.753, p = .01, η2p = .301) were

significant. The main effect of Condition was not (F(1,18) = .201, p = .66, η2p =

.011). A paired sample T-test for each condition revealed that only Condition

2 (kelling/teeping) was significant; t(9) = 3.989, p = .003. The differences found

in Condition 1 (babbing/dopping) was not statistically significant; t(9) = .526, p
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= .612. This result was driven by one particular infant’s datapoint, which was

more than two standard deviations away from the mean, a possible outlier. We

are currently testing two more infants in each condition, which we believe will

remove the interaction that we see here.

Therefore, 6-month-olds successfully segmented morphologically complex

words with the -ing morpheme from fluent speech, but only in condition 1.

These results demonstrate that verb segmentation itself is not delayed, and

the well-documented delay in acquisition of verbs by English-learning infants

cannot be attributed to difficulties in segmentation (for a similar idea, see Marquis

& Shi, 2008). These results also confirm the facilitatory effect of known words

(Bortfeld et al., 2005), highlighting the importance of top-down cues in word

segmentation and recognition.

4.1.2 Experiment 2: babbing-bab

Previous studies have demonstrated that infants can segment words as well

as coherent units bigger than words from fluent speech. For example, using

Transitional Probability, infants can pull out words at 8 months (Saffran, Aslin,

& Newport, 1996) and also segment high frequency sequences bigger than a

word unit at 11-months (Ngon et al., 2013). This ability is also demonstrated

by younger infants. Bortfeld et al. (2005) illustrate 6-month-olds’ segmenta-

tion of nouns from fluent speech such as bike and feet. At the same age, infants

can also segment clauses from continuous speech using acoustic correlates of

syntactic boundaries, such as pause duration, pitch, and pre-boundary length-

ening (Seidl, 2007). Therefore, it is possible that babbing is a unit bigger than

a word for 6-month-olds, just like it is for adults. If this is the case, infants at

6-months might be able to segment a smaller word unit from that phrase such

as the root bab. We test this hypothesis in Experiment 2.
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4.1.2.1 Methods

Participants Twenty full-term monolingual English-learning 6-month-olds (mean

age = 176 days; range 166:197; 9 girls) participated in this Experiment (average

English input = 99; range = 95:100). Selection criteria were the same as Ex-

periment 1. Four additional infants were tested but their data were excluded

because they failed to complete testing due to fussiness (n = 2), and neither

mommy nor mama was the most familiar form (n = 2).

Stimuli The acoustic characteristics of the eight passages (four mommy pas-

sages and four mama passages) and four lists of isolated words are reported in

4.1 and 4.2. These tables summarize the average duration, the duration range,

average pitch and the pitch range. Recall that the passages used in Experiment

2 were the same as in Experiment 1. Additionally, the average duration of tar-

get words was 595ms (SD = 76), the average pitch of target words was 186Hz

(SD = 38), and the average intensity of the target words was 79.6dB (SD = 2.3)

in the lists.

Procedure & Design The design and procedure were identical to that in Ex-

periment 1. Again, infants were familiarized with passages containing the mor-

phologically complex target words with the -ing morpheme. However, during

the testing phase, infants in Experiment 2 heard uninflected root forms (e.g.,

the repetitions of bab).

Results & Discussion Average listening times to the familiar (10.24s; SD =

3.1) and novel word lists (9.44s; SD = 2.9) are presented in Figure 4.1. Out of

the 20 6-month-olds tested, 12 listened longer to the familiar words compared

to the novel words. A mixed ANOVA was conducted with listening time as the

dependent variable, Trial-type (familiar vs. novel) as the within-subjects vari-
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able and Condition (babbing/dopping vs. kelling/teeping) as the between-subjects

variable. Neither the main effects of Trial-Type (F(1,18) = 1.358, p = .259, η2p

= .07) nor Condition (F(1,18) = 2.137, p = .161, η2p = .106) was significant. No

significant interaction (F(1,18) = .475, p = .499, η2p = .026) was found between

Trial-type and Condition. The small effect size (η2p = .026) indicates that simply

adding a few subjects would not make the statistical comparison significant.

Therefore, 6-month-olds did not relate the root form bab to the complex form

babbing. These results confirm previous research on English verb segmentation,

where 8.5-months’ failure to map [root+-ing] to [root] (Mintz, 2013). These re-

sults are also in line with previous studies showing that infants do not segment

part words from whole words, as demonstrated by their failure to map doc to

doctor (Jusczyk et al., 1999). Thus, babbing is a unit that cannot be segmented

further for 6-month-olds.

The combined results from Experiments 1 and 2 demonstrate that infants

at 6-months may be beginning to segment the [verb + -ing] form, but do not

relate the [verb] and the [verb + -ing] form. This result seems to support whole

word-based models of lexical processing, where complex forms are acquired

and represented as non-decomposable whole forms by infants.

Before we conclude in favor of whole word-based models of lexical pro-

cessing, we consider an alternative explanation for infants’ failure to relate bab-

bing to bab. The morpheme -ing is a vowel-initial morpheme, and the delay

of vowel-initial words segmentation compared to consonant-initial words has

been demonstrated by several research (Mattys & Jusczyk, 2001; Nazzi et al.,

2005; Seidl & Johnson, 2008). Thus, it is a possible that 6-month-old infants are

not able to segment out the -ing morpheme, not because they fail to decompose

complex forms, but because they disfavor vowel-initial morphemes. If this is

the case, then if we use a non vowel-initial morpheme such as -s, infants should

be able to decompose the complex forms and relate the roots and the inflected
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forms. To confirm this hypothesis, we conduct Experiments 3, 4, and 5.

Another possible explanation exists. The failure in Experiment 2 might be

due to the existence of “is” between the familiar word mommy and target verb

babbing, impeding the role of top-down cue. However, this explanation is un-

likely as there was a possessive “s” between mommy and the target noun in

Bortfeld et al. (2005)’s study as well (e.g., Mommy’s bike had big, black wheels). In

their study, the existence of “s” did not influence the segmentation, therefore it

is unlike that the “is” interfered in our results.

4.2 Morphologically complex forms: the suffix -s

In Experiments 3, 4, and 5, we test the effect of the non vowel-initial inflectional

morpheme -s. First, Experiment 3 tests whether English-learning 6 month-olds

can segment morphologically complex forms with the -s morpheme from sen-

tences. Previous work that used complex verbs with this morpheme revealed

that only 13.5-16 months could segment them from speech (e.g., tickets, orbits;

Nazzi et al., 2005). However, as we have seen in Chapter 3, the morpheme -s

is as frequent as the morpheme -ing, if we combine all three -s morphemes to-

gether. Therefore, it is possible that 6-month-olds segment inflected forms with

the -s morpheme and I test this in Experiment 3.

4.2.1 Experiment 3: babs-babs

4.2.1.1 Methods

Participants Twenty four full-term monolingual English-learning 6-month-

olds (mean age = 183 days; range 169:198; nine girls) participated in this ex-

periment (average English input = 99; 93-100). Selection criteria were the same

as in Experiments 1 and 2. Six more infants were tested but their data was ex-
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cluded as they failed to complete testing due to fussiness (n = 3) and lack of

interest (n = 1), has an autism sibling (n = 1), and neither mommy nor mama was

the most familiar form (n = 1).

Stimuli The same CVC nonce words were used - bab, dop, kell, and teep. As be-

fore, half of the final consonants were voiceless, and the other half were voiced,

and crucially there were no sibilants. This is because the morpheme -s is real-

ized in three different ways ([s], [z], [@z]) depending on the voicing of the last

segment. Sibilant ending words (e.g., -s, -z, -sh) that condition the [@z] allo-

morph were avoided because the addition of a complete syllable is likely to be

perceptually more salient than the allomorphs [s] or [z].

The acoustic characteristics of the eight passages (four mommy passages and

four mama passages) and four lists of isolated words are reported in Tables 4.1

and 4.2. These tables summarize the average duration, the duration range,

average pitch and the pitch range. Additionally, the average duration of target

words was 592ms (SD = 138) in the passages and 740ms (SD = 74) in the lists.

The average pitch of target words was 213Hz (SD = 38) in the passages and

239Hz (SD = 74) in the lists. The average intensity of the target words was

76.5dB (SD = 2.4) in the passages and 80.1dB (SD = 2.6) in the lists.

Procedure & Design The design and procedure were identical to the previ-

ous two experiments. However, the target words in the passages and in the list

were different. First, infants were familiarized with passages containing the

morphologically complex target words with the -s morpheme with the appro-

priate syntax such as “Mommy babs and sings...”. During the test phase that

followed, infants were presented all four word lists with the -s suffix attached

(e.g., the repetition of babs), two familiar and two novel.
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Results & Discussion Average listening times to the familiar (10.29s; SD =

3.4) and novel word lists (9.02s; SD = 2.3) are presented in Figure 4.2. Out of

the 24 6-month-olds tested, 19 listened longer to the familiar words compared

to the novel words. A mixed ANOVA was conducted with listening time as the

dependent variable, Trial-type (familiar vs. novel) as the within-subjects vari-

able and Condition (babs/dops vs. kells/teeps) as the between-subjects variable.

There was a significant main effect of Trial-type (F(1,22) = 5.653, p = .03, η2p =

.204). Further, neither the main effect of Condition (F(1,22) = .745, p = .4, η2p =

.033), nor the interaction between Trial-type and Condition (F(1,22) = .827, p =

.37, η2p = .036) was significant. Therefore, 6-month-olds successfully segmented

morphologically complex words from fluent speech.

Figure 4.2: Average listening time (+/- SE) to familiar and novel words in Ex-

periments 3 (Babs-Babs), 4 (Babs-Bab) and 5 (Bab-Babs)

The results of Experiment 3 demonstrate that 6-month-old infants are able

to segment morphologically complex forms with the -s morpheme from fluent

speech. These results demonstrate that not only verbs with the -ing morpheme,
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but also with the -s morpheme are segmented earlier in language acquisition.

Also, these results confirm the role of top-down cues in early language acqui-

sition of verbs, as partially demonstrated by Bortfeld et al. (2005) for nouns.

4.2.2 Experiment 4: babs-bab

Experiment 4 was designed to test whether infants can relate the root forms

and the morphologically complex forms when the frequent non vowel-initial

morpheme -s is present. Infants were first familiarized with two passages with

morphologically complex words (e.g., babs and dops) just like in Experiment 3.

Unlike in Experiment 3, in the test phase in Experiment 4, infants were pre-

sented only with uninflected root forms (e.g., bab). Two of these root forms

were completely novel for infants (e.g., kell and teep). However, if infants can

decompose morphologically complex forms, then infants should treat the root

forms of words that appeared in the passages as familiar and listen longer to

them. If 6-month-olds succeed in Experiment 4, this shows that infants can de-

compose morphologically complex forms at the developmental onset of word

segmentation, thereby supporting morpheme-based models of lexical process-

ing.

4.2.2.1 Methods

Participants Twenty four full-term monolingual English-learning 6-month-

olds (mean age = 179 days; range 165:204; twelve girls) participated in this ex-

periment (average English input = 99; range = 90:100). Selection criteria were

the same as previous experiments. Three more infants were tested but their

data were excluded as they failed to complete testing due to parental interfer-

ence (n = 1), and neither mommy nor mama was the most familiar form (n =

2).
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Stimuli In Tables 4.1 and 4.2, the acoustic characteristics of the four lists of

isolated words and the eight passages (four mommy and four mama passages):

average duration, the duration range, average pitch and the pitch range, are

reported. Recall that the passages were identical to that used in Experiment 3.

Additionally, the average duration, pitch, and intensity of target words in the

lists were the same as Experiment 2.

Procedure & Design The design and procedure was identical to that in Ex-

periment 3. Again, infants were familiarized with passages containing the mor-

phologically complex target words. However, during the testing phase, infants

in Experiment 4 heard uninflected root forms (e.g., the repetitions of bab).

4.2.2.2 Results & Discussion

Average listening times to the potentially familiar (9.29s; SD = 3) and novel

word lists (8.2s; SD = 3.3) are presented in Figure 4.2. Out of the 24 6-month-

olds tested, 18 listened longer to the possibly familiar words compared to the

novel words. A mixed ANOVA was conducted with listening time as the de-

pendent variable, Trial-type (familiar vs. novel) as the within-subjects variable

and Condition (babs/dops vs. kells/teeps) as the between-subjects variable. Again,

the main effect of Trial-type was significant (F(1,22) = 6.46, p = .019, η2p = .227).

Additionally, neither the main effect of Condition (F(1,22) = .102, p = .75, η2p =

.005), nor the interaction between Trial-type and Condition (F(1,22) = .048, p

= .6829, η2p = .002) was significant. This shows that 6-month-olds successfully

related root forms and the morphologically complex forms.

The results from Experiment 4 show that infants can segment the functional

morpheme -s from the root at the onset of word segmentation, prior to meaning

acquisition, supporting morpheme-based models of lexical processing.
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4.2.3 Experiment 5: bab-babs

To confirm and strengthen our results in Experiment 4, we change the order

between the passages and lists and familiarized infants with the repetition of

isolated words and tested them on passages in Experiment 5. A classic and

comprehensive word segmentation study by Juscyzk et al. (1999) demonstrates

that for identical match tasks, the results from procedures in which infants are

familiarized with isolated words and tested on passages match those when

they are familiarized with passages and then tested on isolated words. The

current study goes further and asks whether infants can relate words that are

not identical match, but morphologically related, when familiarized with the

roots and tested on complex forms embedded in sentences.

4.2.3.1 Methods

Participants Twenty four full-term monolingual English-learning 6-month-

olds (mean age = 180 days; range 165:198; 12 girls) participated in this experi-

ment (average English input = 97; 90-100). Selection criteria were the same as

previous Experiments. Two more infants were tested but their data were ex-

cluded as they failed to complete testing due to fussiness (n = 1) and technical

difficulties (n = 1).

Stimuli The acoustic characteristics of the four lists of isolated words and

the eight passages (four mommy and four mama passages): average duration,

the duration range, average pitch and the pitch range, are reported in Tables

4.1 and 4.2. The passages were the same as Experiments 3 and 4. The lists of

words were the same as Experiments 2 and 4.

75



Procedure & Design The design and procedure of Experiment 5 were slightly

different from the previous experiments. Importantly, infants were familiarized

with two separate lists of uninflected words (e.g., the repetitions of bab) first

until they accumulated 30 seconds of listening time to each list. During the test

phase, infants heard all four passages containing the morphologically complex

target words.

4.2.3.2 Results & Discussion

Average listening times to the potentially familiar (9.29s; SD = 3.1) and novel

word passages (8.8s; SD = 2.5) are presented in Figure 4.2. Out of the 24 6-

month-olds tested, 20 listened longer to the passages that contain possibly fa-

miliar words compared to passages with novel words. A mixed ANOVA was

conducted with listening time as the dependent variable, Trial-type (familiar vs.

novel) as the within-subjects variable and Condition (babs/dops vs. kells/teeps) as

the between-subjects variable. Again, the main effect of Trial-type was signifi-

cant (F(1,22) = 8.207, p = .009, η2p = .272). Additionally, neither the main effect of

Condition (F(1,22) = .032, p = 859, η2p = .001), nor the interaction between Trial-

type and Condition (F(1,22) = 1.736, p = .201, η2p = .073) was significant. This

shows that 6-month-olds successfully related root forms and the morphologi-

cally complex forms, confirming the results in Experiment 4.

Two alternative interpretations are also consistent with these findings. First,

one might argue that infants at 6 months simply do not differentiate between

babs and bab. However, a recent study has demonstrated that English-learning

6-, 12- and 18-month-olds successfully discriminate morphologically relevant

word-final contrasts, specifically neek vs. neeks & keet vs. keets (Fais, Kajikawa,

Amano, & Werker, 2009). Thus, it is unlikely that our 6-month-olds failed to

distinguish babs and bab. Another possibility is that infants simply relate any

part of a word and a whole-word based on phonological similarity, without
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relying on the recognition of the morpheme. Such an account would explain

the success of 6-month-olds in Experiments 4 and 5, but without privileging

functional morphemes in any way. I test this possibility in Experiment 6.

4.3 The role of phonological similarity: Psuedo suffix -sh

4.3.1 Experiment 6: babsh-bab

In Experiments 4 and 5, infants successfully related root forms and complex

forms, likely stripping the functional morpheme -s from the complex forms.

However, it might be the case that infants were not recognizing the functional

morpheme -s, rather they were relating a part of a word, bab, and the whole

word, babs. This is unlikely as there is independent evidence that 7.5 months

do not relate part words and whole words (do not relate doc to doctor, Jusczyk

et al. (1999)). However, one might argue that infants in Jusczyk et al. (1999)’ s

study and infants in our Experiments 4 and 5 are performing different tasks, as

one study tests the mapping between two syllable words doctor to one syllable

part word doc, whereas our study tests the mapping between two one syllable

words bab and babs. To further strengthen our argument that the success we see

in Experiments 4 and 5 are due to the morpheme -s, we tested whether infants

can relate bab and the nonce complex word babsh. We chose -sh [S] as a pseudo-

morpheme because a) it is acoustically most similar to the -s morpheme and b)

it has been shown that adults do not relate part words and whole words with

-sh (do not relate sea and seash; Norris et al. (1997)).

4.3.1.1 Methods

Participants Twenty four full-term monolingual English-learning 6-month-

olds (mean age = 177 days; range 167:193; 14 girls) participated in this Experi-
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ment (average English input = 98.6; 90-100). Selection criteria were the same as

the five previous experiments. Seven additional infants were tested but their

data were excluded because they failed to complete testing due to fussiness (n

= 4) and parental interference (n = 1), and neither mommy nor mama was the

most familiar form (n = 2).

Stimuli The acoustic characteristics of the eight passages (four mommy pas-

sages and four mama passages) and four lists of isolated words are reported in

Tables 4.1 and 4.2. They summarize the average duration, the duration range,

average pitch and the pitch range. The lists were the same as in Experiments

2 and 4. Additionally, the average duration of target words was 599ms (SD =

86), the average pitch of target words was 239Hz (SD = 67), and the average

intensity of the target words was 77.7dB (SD = 2.8) in the passages.

Procedure & Design The design and procedure was identical to the previous

experiments with the exception of Experiment 5. However, during the familiar-

ization phase infants heard sentences with the [target word + pseudo functional

element (-sh)] (e.g., Mommy babsh and sings at the same time) but were again

tested on root forms (e.g., the repetitions of bab).

4.3.1.2 Results & Discussion

Average listening times to the potentially familiar (10.3s; SD = 3.6) and novel

word lists (10.6s; SD = 3.7) are presented in Figure 4.3. Out of the 24 infants, 12

listened longer to the possibly familiar words compared to the novel words. A

mixed ANOVA was conducted with listening time as the dependent variable,

Trial-type (familiar vs. novel) as the within-subjects variable and Condition

(babsh/dopsh vs. kellsh/teepsh) as the between-subjects variable. Neither the main

effect of Trial-type (F(1,22) = .283, p = .6, η2p = .013), or Condition (F(1,22) = .175,
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Figure 4.3: Average listening time (+/- SE) to familiar and novel words in Ex-

periments 6 (Babsh-Bab) and 7 (Babbed-Bab)

p = .68, η2p = .008), nor the interaction between Trial-type and Condition (F(1,22)

= .151, p = .701, η2p = .007) was significant. This demonstrates that 6-month-olds

did not relate the part word bab to babsh.

These results are consistent with those of Jusczyk et al. (1999), where 7.5-

month-olds failed to segment doc when they were familiarized with sentences

with the word doctor. These results are also consistent with adult word recog-

nition studies that once adults recognize a word, other words, including parts

of words, are inhibited and harder to spot (McQueen, Norris, & Cutler, 1994).

To confirm that the difference between Experiments 4 (babs-bab) and 6 (babsh-

bab) was statistically significant, we compared the performance using a two-

way mixed ANOVA with listening time as the dependent variable, and Trial-

type (familiar vs. novel) as the within-subjects variable, and Experiment (4 vs.

6) as the between-subjects variable. As the main effect of Condition was not

significant in both experiments, we did not consider Condition as a variable

in comparing the two experiments. No significant main effect was found for
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Trial-type (F(1,46) = 1.503, p = .227, η2p = .032) or Experiment (F(1,46) = 3.578, p

= .065, η2p = .072). Most importantly, there was a significant interaction between

Trial-type and Experiment (F(1,46) = 4.26, p = .045, η2p = .085), demonstrating

that 6-month-olds behaved differently in the two experiments.

4.4 The role of frequency: The past tense -d

Until now, we have shown that a) infants at 6-months can segment complex

verbs from sentences and b) they can relate complex forms to root forms yet

with limitations: only with the non vowel-initial morphemes such as -s. We

now ask whether frequency, which is known to affect adults’ lexical represen-

tation, has an effect on infants’ representation of complex forms. We test this in

Experiment 7.

4.4.1 Experiment 7: babbed-bab

As shown in Table 3.1, the past tense morpheme -d is less frequent in infant-

directed speech. However, it is a non vowel-initial morpheme just like -s.

Therefore, if infants are not sensitive to the frequency of the functional mor-

phemes, then 6-month-olds should succeed in relating the [root + -d] with the

[root] form. However, if infants are sensitive to the functional morpheme fre-

quency, then they should fail to relate complex forms with the -d morpheme to

root forms.

4.4.1.1 Methods

Participants Twenty four full-term monolingual English-learning 6-month-

olds (mean age = 182 days; range 166:204; 10 girls) participated in this Exper-

iment (average English input = 98.4; 90-100). Selection criteria were the same
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as in previous experiments. Six additional infants were tested but their data

were excluded because they failed to complete testing due to fussiness (n = 3)

and lack of interest (n = 1), and neither mommy nor mama was the most familiar

form (n = 2).

Stimuli In Tables 4.1 and 4.2, the acoustic characteristics of the eight passages

(four mommy passages and four mama passages) and four lists of isolated words

are reported. They summarize the average duration, the duration range, aver-

age pitch and the pitch range. The lists were the same as Experiments 2, 4, 5,

and 6. Additionally, the average duration of target words was 568ms (SD =

102), the average pitch of target words was 227Hz (SD = 60), and the average

intensity of the target words was 76.3dB (SD = 3) in the passages.

Procedure & Design The design and procedure was identical to the previ-

ous experiments with the exception of Experiment 5. However, during the fa-

miliarization phase infants heard sentences with the [target word + past tense

functional morpheme (-d)] (e.g., Mommy babbed and sang at the same time) but

were again tested on root forms (e.g., the repetitions of bab).

4.4.1.2 Results & Discussion

Average listening times to the potentially familiar (8.7s; SD = 2.7) and novel

word lists (8.4s; SD = 2.8) are presented in Figure 4.3. Out of the 24 infants, 15

listened longer to the possibly familiar words compared to the novel words. A

mixed ANOVA was conducted with listening time as the dependent variable,

Trial-type (familiar vs. novel) as the within-subjects variable and Condition

(bab/dop vs. kell/teep) as the between-subjects variable. Neither the main

effect of Trial-type (F(1,22) = .587, p = .452, η2p = .026) or Condition (F(1,22) =

.175, p = .68, η2p = .008), nor the interaction between Trial-type and Condition
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(F(1,22) = 3.968, p = .06, η2p = .153) was significant. This demonstrates that 6-

month-olds did not relate the root form bab to babbed.

The difference between Experiments 4 (babs-bab) and 7 (babbed-bab) was com-

pared using a two-way mixed ANOVA with listening time as the dependent

variable, and Trial-type (familiar vs. novel) as the within-subjects variable, and

Experiment (4 vs. 7) as the between-subjects variable. Condition was not con-

sidered as a variable as neither experiment found a significant main effect of

Condition. A significant main effect was found for Trial-type (F(1,46) = 6.053,

p = .018, η2p = .116). Neither the main effect of Experiment (F(1,46) = 2.07, p =

.157, η2p = .043). nor the interaction between Trial-type and Experiment (F(1,46)

= 2.07, p = .157, η2p = .043) was significant. These results show that unlike with

the pseudo morpheme -sh, infants show a trend toward relating verbs with the

morpheme -d to root forms.

To confirm that the difference between Experiments 6 (babsh-bab) and 7 (babbed-

bab) was statistically significant, we compared the performance using a two-

way mixed anova with listening time as the dependant variable, and Trial-type

(familiar vs. novel) as the within-subjects variable, and Experiment (6 vs. 7) as

the between-subjects variable. No significant main effect was found for Trial-

type (F(1,46) = 0.00, p = .99, η2p = 0.00) nor was there a significant interaction

between Trial-type and Experiment (F(1,46) = .795, p = .377, η2p = .017). How-

ever, the main effect of Experiment was found (F(1,46) = 4.759, p = .034, η2p =

.094). These results show that overall, the average listening time for Experi-

ment 6 (10.45s) were longer compared to that of Experiment 7 (8.55s) as shown

in Figure 4.3.
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CHAPTER 5

Discussion

5.1 General summary of results

In this dissertation, I ask when infants start segmenting morphologically com-

plex verbs. The results of the seven experiments show that from the onset of

word segmentation, i.e., at 6-months, infants can segment complex verbs with

the help of a known word mommy or mama (a paradigm used in Bortfeld et al.

(2005)).

Next, I ask how these verbs are represented in the mental lexicon. More

specifically, I ask whether infants are able to relate complex forms to root forms

and what factors mediate the relationship between the two forms. The results

illustrate that infants can segment complex verbs with the -s and partially with

-ing from the sentences such as babs and babbing, relate babs to bab, but fail to

relate the root bab to the complex forms with the vowel-initial morpheme -ing.

Infants’ ability to successfully relate bab and babs was not merely due to phono-

logical similarity, as they did not relate phonologically-similar pairs with each

other in the absence of a morphological relationship in Experiment 6 (*babsh

and bab). Also, the frequency of the morpheme plays a role in this acquisition,

as infants fail to relate complex forms with a less frequent morpheme -d in Ex-

periment 7 (*babbed and bab).

These results have implications for our understanding of word segmenta-

tion, the acquisition of verbs, the role of functional elements in early language
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development, and highlight the importance of top-down cues in infants’ word

segmentation. Also, these results provide evidence for morpheme-based pro-

cessing models and distribution and functional element based acquisition mod-

els. In the following section, I will discuss each of the implications.

5.2 Implications for research on verb acquisition

First, this dissertation has provided new data on English-learning infants’ seg-

mentation of the verb category. Previous studies have demonstrated that in-

fants need to be at least 13.5-16 months to be able to segment English verbs

such as tickets or orbits from sentences (Nazzi et al., 2005). Thus, the segmenta-

tion of verbs has been thought to be quite delayed compared to segmentation

of nouns (e.g., bike, dog at 6-months: Bortfeld et al., 2005). These results con-

trast with CDI parental reports (Fenson et al., 1993), where 8-month-olds’ are

reported to comprehend certain verbs.

However, this dissertation provides the earliest evidence of verb segmen-

tation - at 6-months. In Experiment 3 (babs and babs), I show that verb seg-

mentation is not delayed, and in fact, even 6 month-olds are able to segment

nonce verbs such as babs from fluent speech when the frequent “known-word”

mommy or mama precedes it (see also Willits et al. (2014) for evidence that 7.5-

month-olds segment verbs with -ing).

The developmental delay in the segmentation of verbs (Nazzi et al., 2005)

has been thought to be one possible basis for the noun bias in English-learning

toddlers’ vocabulary (Bates, Bretherton, & Snyder, 1988; Benedict, 1979; Brown,

1973; Nelson, 1973). The findings that English-learning infants as young as

6-months readily segment verbs from fluent speech show that difficulties in

segmenting verbs alone cannot account for a noun-bias in the vocabulary of

English toddlers.
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I do not argue that either babs or babbing are verbs for infants. In fact, there

is no reason to believe that 6-month-olds distinguish nouns from verbs. What

these results illustrate is that regardless of grammatical categories, infants read-

ily segment words that follow “mommy”. Because “mommy” is often followed

by verbs, infants can also segment verbs.

5.3 Implications for research on top-down cues

This dissertation also highlights the important role that top-down cues play

in early language acquisition. Previous studies on infants’ word segmentation

have mainly focused on bottom-up cues, giving limited attention to the top

down cues. One reason for this has been the belief that infants do not have

enough lexical knowledge to use it to find other words.

However, more recently, studies have shown that infants possess more lexi-

cal knowledge than has been previously assumed and even infants as early as 6

months do have some representations of frequent content words. For example,

Bergelson and Swingley (2012) presented English-learning 6-9 month-olds with

sets of pictures while their parents named them. Infants looked at the named

picture, illustrating their understanding of the target words. Infants were not

trained on these words in the laboratory, demonstrating that even young in-

fants learn words through experience with language. Similarly, Shukla et al.

(2011) illustrate that 6-month-olds map segmented target words to visual refer-

ents. Both of these studies demonstrate that infants as young as 6-months have

some representation of words that they segment from speech stream.

Not only do infants have representations of familiar words, but they can

also use this knowledge to segment adjacent words. 6-month-olds have been

shown to use their own names and the familiar word mommy or mama to pull

out nouns such as feet in sentences “Mommy’s feet were different sizes” (Bortfeld
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et al., 2005). Also, infants can use known-words to overcome the limitation

of the Transitional Probability (TP) cues in word segmentation. For exam-

ple, when 8-month-olds were presented with artificial languages with varying

word length, infants failed to use TP to segment words (Johnson & Tyler, 2010).

However, when a familiar word maman (mommy in French) preceded the target

word, infants overcame this difficulty and succeeded in segmenting words of

varied length from fluent speech (Mersad & Nazzi, 2012).

This dissertation illustrates another environment where known words fa-

cilitate language acquisition - verb segmentation. With the help of the known

word mommy and mama, even 6-month-olds were able to segment verbs from

fluent speech.

5.4 Implications for research on functional morphemes

Functional morphemes have been a topic of research in language acquisition

with respect to syntactic and grammatical development. Earlier studies on

this issue have looked at the production of complex forms with functional

morphemes and reported the developmental timeline for each functional mor-

pheme (Berko, 1958). Based on production data, these studies argue that in-

fants first learn complex forms as unanalyzed chunks and only later decompose

them, to acquire the grammar of English.

However, more recent experimental studies on infants’ comprehension of

these forms indicate that the recognition of functional morphemes appears ear-

lier than once understood. For example, 18-month-old English-learning infants

have been shown to be sensitive to morphosyntactic dependencies (Santelmann

& Jusczyk, 1998). In this study, infants’ sensitivity to the dependency between

the auxiliary verb is and a main verb with the ending -ing was tested. The re-

sults indicate that 18-month-olds are sensitive to the basic relationship between
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is and -ing, but 15-month-olds are not. The 18-month-olds, but not the 15-

month-olds, listened significantly longer to the passages with the well-formed

is & -ing dependency compared to an ill-formed can & -ing dependency. These

findings indicate that 18-month-olds can track relationships between functional

morphemes.

Segmentation and representation of functional elements need to precede

the acquisition of this morphosyntactic dependency and recent experimental

studies support this early representation. For example, the recognition of the

frequent morpheme -ing is suggested to appear prior to 12-months of age as

English-learning infants at 12-months can relate pa[d] to pa[R]ing (Sundara et

al., Under Revision) and is definitely in place at 15-months as they are able to

extract the -ing morpheme with varying roots (Mintz, 2013). Similarly, French-

learning 11-month-olds are able to relate complex forms to root forms with the

frequent functional morpheme -e and with pseudo-morpheme -u when infants

were trained with -u prior to the testing (Marquis & Shi, 2012). These studies il-

lustrate preverbal infants’ recognition of functional elements. In line with these

results, the current dissertation demonstrates early representation of functional

elements in language acquisition as the existence of the functional morpheme

-s facilitates root - complex form mapping at 6-months.

Corpus analysis conducted in this dissertation provides one explanation for

how preverbal infants may have representations of functional elements; with

the help of distributional cues. The importance of distributional cues such as

frequency, in acquiring morphology has been suggested by previously (Baroni,

2000; Lignos, 2012). Using frequency cue, along with acoustic/phonological

cues, preverbal infants treat function words as “known words” and use them

to solve segmentation problems (Shi, Cutler, et al., 2006; Kim & Sundara, 2014).

The corpus analysis in this dissertation illustrates that functional elements and

function words are highly frequent, providing evidence that functional ele-
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ments can also be “known words” for young infants. This in turn may facilitate

verb acquisition as well as grammar acquisition.

Infants’ early recognition of functional elements and treating them as “pos-

sible known words” can facilitate other aspects of language acquisition such

as the learning of phonotactics and phonological alternation. First, it may help

infants deal with illegal phonotactics, i.e., sequences of sounds that are not al-

lowed in one language, that functional morphemes may create. For example,

*[bz] is not a legal sequence in English, except when the [z] is a functional mor-

pheme as in cabs [kaebz]. If infants treat the functional morpheme as a separate

unit, it helps them to learn English phonotactics more coherently. They can

learn that the [bz] sequence is not allowed within words, but between words

it is possible as in ca[b] [z]one. Second, treating functional elements as separate

units can help infants quickly notice phonological alternations that are present

at the morpheme boundary. For example, in English, [t] or [d] changes to the

tap [R] when certain phonological conditions are met. Adding functional mor-

phemes such as -ing or -er frequently meet the criteria and changes the [t]/[d]

sound in a root to [R] as in pa[d] - pa[R]ing. If infants treat the -ing morpheme as

a separate unit, they might be able to notice the change in the root consonant

easily and quickly.

5.4.1 Possible Word Constraint and functional elements

Infants do not map part words to whole words as shown in Experiment 6 (fail

to relate *babsh to bab). Similar results have been reported in the infant literature

(Johnson, Jusczyk, Cutler, & Norris, 2000) as well as in adult literature (Norris et

al., 1997). Both 12-month-old English-learning infants and adults listen longer

to win in winsome but not in winch. Using these results, Johnson et al. (2000)

and Norris et al. (1997) argue that both adults and infants have a Possible Word

Constraint (PWC), - an unwillingness to leave out a consonant behind in the
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segmentation process. With the help of the PWC, language learners are able

to limit the possible word candidates from the input which facilitates word

segmentation and recognition (Norris et al., 1997).

Consonantal functional morphemes are exceptions to the PWC. That is, to

relate the root walk to the complex form walks, one needs to leave the consonant

-s behind, which violates the PWC. Adults have both the PWC and knowledge

of functional morphemes, and therefore do not relate win to winch yet relate

win to wins. Even though -s is not a possible “word”, it is a morpheme, a sep-

arate unit. The knowledge of morpheme therefore makes it possible for adults

to leave out the -s and find root forms from complex forms. The results of this

dissertation demonstrate that English-learning infants at 6-months relate bab

to babs (Experiments 4 & 5) but do not relate bab to babsh (Experiment 6). In-

fants’ failure in Experiment 6 can be used to support the idea that infants at

6-months have knowledge of the PWC. 6-months fail to relate bab to babsh as

such mapping will result in leaving the consonant [S] behind. Also, throughout

this dissertation, I have argued that infants have knowledge of frequent func-

tional morphemes. That is, they already know that functional morpheme -s is

a separate unit. This means that infants at 6-months have knowledge of both

the PWC and some grammatical morphemes. Having both sets of knowledge

early on will facilitate word segmentation and grammar acquisition.

5.5 Implications for research on speech recognition models

Recall that the two different types of recognition models have distinct hypothe-

ses and predictions regarding the acquisition of the complex forms. The whole

word-based models hypothesize a strict acquisition order between the whole

word and individual morphemes and predict that whole words should be ac-

quired prior to individual morpheme acquisition. They also predict that prior
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to meaning acquisition, infants will not be able to distinguish phonologically

related pairs from morphologically related pairs. On the other hand, morpheme-

based processing models do not hypothesize such a strict acquisition order and

open the possibility that individual morphemes can be acquired prior to whole

words. Also, as prelexical infants may have knowledge of functional elements,

it is possible under these models that phonologically related pairs and morpho-

logically related pairs are treated differently.

Table 5.1: Dissertation Results

Whole word-based models Morpheme-based models

Before meaning acquisition babs-bab ≡ babsh-bab babs-bab 6= babsh-bab

Order of acquisition whole word > morphemes whole words ≤morphemes

As shown in Table 5.1, our results support morpheme-based models, demon-

strating that functional morphemes can be acquired before the acquisition of

whole words. To illustrate this, the current dissertation used nonce words. Be-

fore acquiring the meaning of babs, for example, 6-month-olds were able to

relate babs and bab, with the help of the frequent functional morpheme -s.

Also, we have shown that phonologically related pairs (Experiment 6: *babsh-

bab) and morphologically related pairs (Experiment 4: babs-bab) are differently

associated in infants’ mental lexicon. We have also shown that this represen-

tation of morpheme is a gradual process; not all morphemes are represented

from the beginning. At 6-months, only the -s morpheme was recognized and

facilitated the root form segmentation. The individual characteristics of mor-

phemes play a role in this morpheme representation. Vowel-initial morphemes

such as -ing and less frequent functional morphemes such as -d are represented

later.
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5.6 Implications for acquisition models

As the meaning acquisition of individual words may not be required for in-

fants to relate complex forms to root forms, the results of the current disser-

tation argue against usage-based theories of language acquisition (Tomasello,

1992; Bybee, 1995). Our results show that not the acquisition of the meaning of

individual words, but the recognition of individual morphemes facilitates com-

plex form acquisition. Our results highlight the important role that functional

elements have in early language acquisition.

These results support distribution based models of acquisition. First, the re-

sults of this dissertation support prosody-functor bootstrapping models (Christophe

et al., 1997, 2008; Morgan et al., 1996; Shi, 2005) demonstrating that early recog-

nition of functional elements signal word boundaries, thus facilitate word seg-

mentation and acquisition. Also the results of this dissertation provide evi-

dence for distribution-based theories (Maratsos & Chalkley, 1980; Mintz, 2003)

by highlighting that distributional cues such as frequency and TP play an im-

portance role in functional element acquisition. Lastly, these results support

frequent frame models (Mintz, 2003) and argue that functional elements can be

used as frequent frames to find verb roots.

5.7 Predictions

The current dissertation makes several important predictions regarding the ac-

quisition of morphologically complex forms. First, it predicts that overseg-

mentation of functional elements will appear, especially for consonantal mor-

phemes. For example, the word box [bAks] might be wrongly segmented by

prelexical infants as [bAk] + [s] due to “automatic decomposition” of -s. Only

after acquiring the meaning of box, will infants be able to overcome this strong
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inclination.

This prediction is in line with previous reports on children’s oversegmenta-

tion of function words. For example, Peters (1983) reports a dialog between a

parent and a child, where an adult told a child that she “must behave”, her re-

sponse was “i am [heIv]!”. This response was interpreted as the child analyzing

“behave” as [be + have]. The high frequency of be along with lack of stress on

it misled the child to oversegment be and treat the mono-morphemic “behave”

as a bi-morphemic word. I hypothesize that this will be the case for mono-

morphemic words that have segments that look like consonantal morphemes

such as box [bAks].

Second, regarding vowel-initial morphemes, this dissertation predicts two

things. First, vowel-initial morphemes will be segmented later thus acquired

later than consonantal morphemes, and second, undersegmentation, treating

functional elements as part of the previous words, will appear for vowel-initial

morphemes. These predictions are based on the findings of this dissertation in

that, only the morpheme -s was represented but not the morpheme -ing, (even

though both are high frequency morphemes), and infants treated the [root +

-ing] as a non-decomposable unit at 6-months.

These predictions are also in line with previous reports on children’s mor-

phological development. Brown (1973) notes that one of his subjects, Adam,

makes common errors such as treating its-a, that-a, get-a, and put-a as single

words. These errors demonstrate that vowel-initial morphemes are likely to

get undersegmented and treated as part of the previous word.

The delay of vowel-initial morphemes compared to consonantal morphemes

has been reported in plural -s acquisition. Out of the three variants of the plu-

ral morpheme -s, [s], [z], and [@z], the vowel-initial variant [@z] is reported to

be acquired later than the other two consonantal variants (Mealings, Cox, &

Demuth, 2013). I argue that this might be because of the vowel-initial-ness of
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the [@z] morpheme.

The third important prediction that this dissertation makes is with respect

to languages where root forms rarely appear in isolation, i.e., synthetic lan-

guages such as Polish or morphologically rich languages such as Korean. Our

results predict that infants in these languages will segment out roots and pos-

sibly treat them as “possible words”, despite the fact that those roots never or

seldomly appear as isolated words. Studies using languages other than English

will provide a more comprehensive picture on this topic.

5.8 Future directions for the current research

The current dissertation is the first study that demonstrates 6-month-olds’ seg-

mentation and representation of morphologically complex verbs. More re-

search needs to be done to fully comprehend the acquisition of morphologi-

cally complex forms. First, the developmental timeline for the acquisition of

functional morphemes needs to be understood. A previous study indirectly

reports English-learning 12-month-olds’ use of the -ing morpheme (Sundara et

al., Under Revision), yet how early in development this morpheme is acquired,

and when would other morphemes such as -d are acquired, remains to be de-

termined.

Also, it still needs to be determined how detailed the representations of

complex forms are. When and how does meaning acquisition influence this

representation, and when and how does whole word frequency affect this rep-

resentation are a couple of important questions that need to be addressed.

Another interesting topic to pursue is how infants represent complex forms

with other types of morphological complexity. For example, acquisition of com-

plex forms with derivational morphemes is particularly interesting as there are

two different types of derivational morphemes; prefix and suffix. How this
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different placement of morphemes plays a role in their acquisition needs to be

investigated.

Lastly, the role of bottom-up cues in morpheme recognition and acquisi-

tion needs to be analyzed. For example, monosyllabic words can be either

morphologically simple as in nose [noz] or morphologically complex as in toes

[toz]. How might infants distinguish between such forms? Earlier experi-

mental research found evidence that morphemic and non-morphemic sounds

differ acoustically (Walsh & Parker, 1983; Losiewicz, 1992; Plag, Homan, &

Kunter, In Print). To be specific, adults produce longer frication noise for mor-

phemic compared to non-morphemic fricatives when these segments occur in

utterance-final position and so do 2 year-olds in their production of these word

pairs (1;6-2;6 years, three children; Song, Demuth, Evans, & Shattuck-Hufnagel,

2013). Given that 8-14 month-olds show sensitivity to segmental durational

cues that signal the relationship between vowel duration and consonantal voic-

ing (Ko, Soderstrom, & Morgan, 2009), there is a possibility that preverbal in-

fants might use bottom-up cues to notice the morphemic status of a word. How

and when infants use these bottom-up cues to distinguish morphemic and non-

morphemic words will be an interesting topic to study.

5.9 Conclusion

How infants find word-like forms from speech has been an important topic in

infants’ language acquisition. A vast number of previous studies have looked

at how infants use bottom-up cues, i.e., cues in the input such as acoustic/prosodic

cues, in segmenting nouns. This dissertation asks whether infants can use top-

down cues in pulling out verbs. The results demonstrate that at the begin-

ning of word segmentation, i.e., at 6-months, infants can segment verbs with

the help of a known word mommy (a paradigm used in Bortfeld et al. (2005)).
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These results are in contrast to the previous results that verb segmentation is

delayed compare to noun segmentation (only at 13.5-16 months; Nazzi et al.,

2005), where they use these results to explain the delay of verb learning. This

dissertation illustrates that verb segmentation is not delayed, therefore the de-

lay of verb learning cannot be due to the segmentation delay, but possibly due

to other factors such as variability in the input.

The current dissertation goes further and asks how these verbs are repre-

sented. To be specific, this dissertation looks at 6-month-olds’ segmentation of

morphologically complex verbs, such as walking, walks, and walked, and asks

whether preverbal infants can relate these forms to the root form such as walk.

The main focus of this research is to understand how prelexical infants, who

cannot rely on semantics, relate complex forms to the root forms. The results

show that infants can segment complex verbs with the -s and partially with

the -ing from the sentences (babs and babbing), but only relate babs to bab. This

success was not due to phonological similarity (failure to relate babsh and bab),

with frequency of the morpheme playing a role in this acquisition (failure to

relate babbed and bab).

In this dissertation, we locate the beginning stage of this complex form ac-

quisition and show that at 6-months, infants start segmenting complex verbs,

and based on the frequency and phonetic substance of the functional mor-

phemes, infants begin to relate complex forms to root forms. The results of

this dissertation carry crucial implications for verb acquisition, the importance

of top-down cues in early language development, and the role of functional el-

ements. Also, these results provide evidence for morpheme-based processing

models and acquisition models such as prosody-functor models, arguing for

early representation of functional elements and their facilitatory influence on

word segmentation and representation.

95



APPENDIX A

Appendix: Top 20 words frequency counts of child

directed speech from Li and Shirai (2000)

1. 124,219 you

2. 81,029 the

3. 59,629 it

4. 56,952 a

5. 51,760 to

6. 50,418 I

7. 48,081 what

8. 43,202 that

9. 41,780 and

10. 34,513 is

11. 33,223 do

12. 28,053 in

13. 25,578 oh

14. 24,774 on
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15. 22,443 this

16. 22,355 that’s

17. 21,942 your

18. 20,754 have

19. 20,416 no

20. 19,658 don’t

24,156 Total number of different word types used

2,579,966 Total number of words (tokens)

0.009 Type/Token ratio
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APPENDIX B

Appendix: All frequent verbs

Table B.1: Forward Transitional Probability for all verbs that have full conjuga-

tion in Brent Corpus

# root -s -ing -d

verb

bark 3 1 40 13

begin 3 19 2 14

block 2 2 3 2

break 35 1 5 19

buy 55 3 12 21

call 75 2 29 60

change 126 3 13 61

chase 15 2 12 6

chew 202 1 40 3

clean 245 2 45 34

climb 81 6 21 8

close 222 2 10 34

comb 33 1 10 10

come 3,997 203 1 39

cook 22 2 18 1

crawl 50 3 25 4
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# root -s -ing -d

verb

die 4 1 8 6

dig 8 1 2 1

hop 12 2 1 3

learn 43 1 15 5

leave 236 6 32 120

like 1,512 94 1 11

look 2,428 70 282 31

love 307 118 2 10

move 280 3 39 8

need 644 77 2 13

notice 2 1 1 5

open 504 6 9 18

pack 22 1 7 5

pick 173 4 24 15

play 957 7 227 47

pour 31 1 8 4

pull 249 1 50 10

rain 5 3 32 6

roll 188 3 57 18

run 158 2 73 42

save 24 1 8 5

serve 5 1 2 1

shake 77 6 33 4

show 160 1 8 2

smell 103 8 3 1

sound 60 3 1 8
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# root -s -ing -d

verb

squeak 5 3 5 1

stand 223 3 64 12

start 62 3 12 17

stay 141 4 9 32

stick 44 2 22 41

stop 425 1 1 12

swim 12 1 19 1

take 1028 25 79 110

taste 77 16 1 1

tear 26 1 1 6

thank 20 9 3 1

tip 16 1 2 1

train 1 1 1 2

turn 499 2 24 24

use 100 7 13 45

wake 27 1 6 14

walk 193 1 103 11

want 5099 175 2 68

wear 134 7 2 5

work 87 13 40 5

sum 21,577 951 1,622 1,137

100



APPENDIX C

Appendix: Passages used in Experiments

1. Passages used in Experiments 1 and 2

bab

Mommy is babbing and singing at the same time. I feel so happy

cause mommy is babbing. I am playing the piano and mommy

is babbing. Mommy is babbing while I dance around. Mommy

is babbing as grandma is eating. I am jumping up and down as

mommy is babbing.

dop

I am so excited cause mommy is dopping. Mommy is dopping

and my brother is playing the drum. Mommy is dopping and

I am proud of her. Daddy is dancing but mommy is dopping.

Mommy is dopping so that I can eat my cereal. My sister is

jumping cause mommy is dopping.

kell

My daddy is laughing and mommy is kelling. Mommy is kelling

and it makes me happy. Grandpa is smiling as mommy is kelling.

I am cooking while mommy is kelling. Mommy is kelling while

the stove is on. Mommy is kelling yet my sister is sleeping.

teep

My brother is smiling but mommy is teeping. Mommy is teeping
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and I feel so happy. My sister is singing and mommy is teeping.

Mommy is teeping loudly and so is daddy. I am so excited cause

mommy is teeping. Mommy is teeping while I am playing with

my sister.

2. Passages used in Experiments 3, 4 and 5

bab

Mommy babs and sings at the same time. I feel so happy when-

ever mommy babs. I play the piano and mommy babs. Mommy

babs if she sees me dancing around. Mommy babs while grandma

and grandpa eat. If I jump up and down mommy babs.

dop

I get so excited when mommy dops. Mommy dops when my

brother and I play the drum. Mommy dops when she is proud

of me. Daddy dances while mommy dops. Mommy dops every

time she sees me eating. My sister and I jump when mommy

dops.

kell

My daddy always laughs whenever mommy kells. Mommy

kells a lot and I love it. Grandpa says he smiles, because mommy

kells. I really like when mommy kells. Mommy kells when I play

blocks with my brother. Mommy kells whenever she is happy.

teep

My brother smiles every time mommy teeps. Mommy teeps

whenever she is happy. My sister and I sing and mommy teeps.

Mommy teeps a lot and so does daddy. I get so excided when

mommy teeps. Mommy teeps when I play with my sister.
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3. Passages used in Experiment 6

bab

Mommy babsh and sings at the same time. I feel so happy when-

ever mommy babsh. I play the piano and mommy babsh. Mommy

babsh if she sees me dancing around. Mommy babsh while

grandma and grandpa eat. If I jump up and down mommy

babsh.

dop

I get so excited when mommy dopsh. Mommy dopsh when my

brother and I play the drum. Mommy dopsh when she is proud

of me. Daddy dances while mommy dopsh. Mommy dopsh ev-

ery time she sees me eating. My sister and I jump when mommy

dopsh.

kell

My daddy always laughs whenever mommy kellsh. Mommy

kellsh a lot and I love it. Grandpa says he smiles, because mommy

kellsh. I really like when mommy kellsh. Mommy kellsh when

I play blocks with my brother. Mommy kellsh whenever she is

happy.

teep

My brother smiles every time mommy teepsh. Mommy teepsh

whenever she is happy. My sister and I sing and mommy teepsh.

Mommy teepsh a lot and so does daddy. I get so excided when

mommy teepsh. Mommy teepsh when I play with my sister.
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4. Passages used in Experiment 7

bab

Mama babbed and sang at the same time. I felt so happy when-

ever mama babbed. I played the piano and mama babbed. Mama

babbed when she saw me dancing around. Mama babbed while

grandma and grandpa ate. I jumped up and down and mama

babbed.

dop

I got so excited when mama dopped. Mama dopped when my

brother and I played the drum. Mama dopped when she was

proud of me. Daddy danced while mama dopped. Mama dopped

as she saw me eating. My sister and I jumpped when mama

dopped.

kell

My daddy always laughed whenever mama kelled. Mama kelled

a lot and I loved it. Grandpa said he smiled, because mama

kelled. I really liked when mama kelled. Mama kelled when

I played blocks with my brother. Mama kelled whenever she

was happy.

teep

My brother smiled every time mama teeped. Mama teeped when-

ever she was happy. My sister and I sang and mama teeped.

Mama teeped a lot and so did daddy. I got so excided when

mama teeped. Mama teeped when I played with my sister.
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