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ABSTRACT OF THE DISSERTATION

Tone and Accent in KiYaka
by
Lukowa Kidima
Doctor of Philosophy in Linguistics
University of California, Los Angeles, 1991

Professor Bruce Hayes, Chair

This dissertation is a study of the tone system of Kiyaka, a Bantu language
whose main tonal characteristic is the remarkable tonal variation observable on nouns
and verbs. I argue that the tonal alternation observed in Kiyaka is the result of the
interplay betweeﬁ the tonal specification and the tone rules on the one hand, and the
environments in which the rules apply, on the other

1 assume the theories of autosegmental phot dlogy and underspecification, and
that Kiyaka has both tone and accent in the lexicon In addition, the only tone that is
specified underlyingly, the H tone, can be floating or prelinked. The floating tone
never links to its underlying domain of specification because of association rules. I
- argue that the landing site for floating tones - not necessarily to the following syllable
or even the following word- is determined by the location of an accent.

The investigation of the phrasal conditions reveals that the tone rules apply
within postlexical domains deﬁved by mapping syntactic structures into phonological
constituents, as advocated by the Theory of Prosodic Hierarchy. In particular, I argue
that reference to both the relational and the end-tased versions of the Theory of
Prosodic Hierarchy is required in Kiyaka because neither can account for the data

alone.
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CHAFTER 1
INTRODUCTION

- L0 Objective
This dissertation is a study of the tone sygtem of KiYaka. My goal in
undertaking this investigation is to provide both a description and a theoretical account
6f the system. From the descriptive point of view, this study aims at providing the
linguistic community with more accurate, thorough and detailed data of the tonal
~phenomcna, in this language. Although this work is not the firét description of
KiYaka, it constitutes the first comprehensive and in-depth attempt to.describ'c this
system. The tonal phenomena of KiYaka are somewhat unusual; for example,
Goldsmith (1987:89) characterises then as "different ... from the better understood
eastern Bantu tone systems". |
This disSertation includes a formal analysis of KiYaka tone. The analysis
assumes the theories of autosegmental phonology 2nd underspecification, and claims
that KiYaka has both tone and accent in the lexicon. In addition, the only tone that is
specified underlyingly, the H tone, can be floating or prelinked; the assoéiaﬁon of the
floating tone is subject to phrasal conditions. The ;¢ tone phrasal rules take place in

prosodic domains derived according to the theory of Prosodic Hierarchy, by mapping

syntactic structures into phonological constituents.

1.1  General Background
KiYaka is a Bantu language spoken in the south of the Region of Bandundu,
Zaire, and north-central Angola. In the literatre the language is sometimes referred to

as YiYaka, IYaka or simply Yaka. In Zaire, KiYaka is the language of about three
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million speakers, most of whom live in the region of Kwango!l. It is located in zone
H31 of Guthrie's classification (1971) and is related to various degrees to other
langunages previously described by different scholars as "languages with tonal case”.
These include Kintandu (H16), by Daeleman 1966 and 1983; Umbundu (R11) by
Schadeberg 1986; and Kiyombe (H16c), by Meeussen and Ndembe 1964. Daeleman
1983 also lists Cokwe (K11), KiHolu (H33), and GiPende (I.11) as having tonal
case.

The present study is primarily based on the dialect of Mulopo-Ndiindi, and

) specifically as reflected in the spccch of Mayimba-Ngonde, the native village of the

author. The basic data were supplemented by material collected by van den Eynde
(1968) as well as a small glossary compiled by Guttenberg (1970). Although van den
Eynde's data are from a different dialect, I am very familiar with it because I went to
elementary school in the Catholic mission where the data were collected and grew up

with the principal language consultant.

1.2 Segmental Inventory and Syllable Structure
1.2.1 Vowels
KiYaka has 5 short and 5 long vowels:

(1) i u ii u

Vowels are subject to rules whose investigation is beyond the scope of the present

work. In any case, there a complex vowel harmony systém, described in part by

LThis information from Tbula M Katakanga (1989) should beinterpreted with caution since it is based
on political rather than linguistic records. ,



Goldsmith (1985). KiYaka data involving data vowel harmony and truncation are
repreéented more fully in Bastin (1983).

" Vowel length is phonemic, as can be seen in the following infinitive forms.

(2) ku-zika vs ku-zika

to to bury
ku-bela vs ‘ku-beela
to fail - to be sick
ku-sala Vs ku-saala
to work to remain

- ku-loka vs ku-looka
to bewitch “to dry (intr)

ku-vuka Vs ku-vuuka
to cut hair to fly (intr)

1.2.2 Consonants
(3) Consonants of KiYaka.

Labials Alveo/ Palatal Velar Glottal
dentals
"Stops b
P t k
Nasals m n
mb nd ng
ph th kh
Fricatives v -z
f s - h
Affricates mbv ' ndz
‘ pf ts
Lateral 1
Glides w - y



The segments represented as sequences in the table above can be considered as
- complex segments rather than underlying units. However, fhere seems to be
evidence that some of these segments are derived. For instance, the Iﬁrcnasaliscd
stops [mb] can be shown to be the realisation of a nasal /N/ unspecified for place
folloy_ved by / b/ or /m/. The same can be said about [nd]. This is the case for the
prenasalised stops in the followiﬁg data. |

4) S
N/ + /m/ --->mb ku-maka (to carve) mbakin{ Icarved
/N/ +/b/ --->mb ku-baka (to catch) mbakidi Icaught
/N/ + i/ -->nd ku-puuka (to sniffe) nduukin{ 1 sniffed

N/ +// -->nd kuluuka (tobecome wise) nduukidi Ibecame wise

Given these cases where the alternation is clear, I will assume that where the
alternation cannot be determined the prenasalised stop is simply a unit. In fact, there
are numerous cases where it is possible to tell whether [mb] is from the combination
N/ and fuy or [N/ and fb.

The prenasalised consonaﬁts illustrated in (4) above are further distinguished
by the ability to trigger nasal harmony. This rule spreads the feature (+nasal] from
the verb stem - which can be the root only or the root followed by a type of affix
generally referred to as an "extension” - to affect any [1] to the right within the verbal
unit. But nasal harmony is possible only after a prenasalised stop is composed of
two nasals as in /N/ +/m/ and /N/ + /n/. In other words, nasal harmony occurs only
if the stem contaiﬁs an underlying nasal. Otherwise, there is no ;1asal harmony. The

data of (4) is repeated below to illustrate this point.

(5)
/N/ + /m/ --->mb ku-maka (to carve) mbak-ini I carved
/N/ + b/ --—->mb ku-baka (to catch) mbak-idi Icaught



/N/ +/m/ --->nd ku-nuuka (to sniff) nduuk-inf I sniffed

/N/ +/y -->nd kuluuka (tobecome wise) nduuk-idi Ibecame wise
In these examples, /N/ is the first person singular subject agreement ma:ke'r (see
Table of agreement markers below). The tensed verb forms show the alternation
tense marker [-idi] / [-ini]. Both [d] and [n] are variants of /I/, which is realised as
[d) before [i] and [n] due to nasal harmony. The data indicate that where the verb
stem contains a nasal before the tense marker (i.e_.'mak— and nuuk-), nasal harmony
obtains. | '
| The rule that derives /mb/ from /m/+/b/ or /m/+/m/ is very general in KiYaka.
It affects almost all consonants. That is, the /N/ unspecified for piace can preccde
any consonant and produce a new complex segment when both are tautosyllabic.

The list below makes this point.

(6) Derived Consonants

/NS o+ fpf --->ph -phat- phatidi I buttoned
/h/ --->ph - hy- phiid{ I am burnt
7} --->th -tal- thadidi = Ilooked
kI~ -->kh kot khotelé  Ientered
N+ o/ --->mb -mak- mbakin{ I carved
/bf --->mb -bak- mbakadi I caught
N+ M --->nd -nuuk-  nduukini  1smelt '
il -->nd -luuk- nduukidi I became wise
N+ K -=-> ngy -yaang- ngyeengé Iforked
fwf --=> ngw -woomb- ngwoombelé Iimplored
N/ o+ -—> ndz ~gol- ndzolelé I wanted
/4 --->mbv -yuumb- mbvuumbidi I stewed -
N/ o+ /s --->t§ -sey- tseyelé I laughed
/5 -->pf -fiy- pfiyid{ I sucked



Finally, let us note that KiYaka has a few more complex consonants. All these

combinations involve a glide.

(7) mw nw Ngw

mbw nzw

my ny

bw

by dy
ty kw
tw ky

vw tsy
zy

fw sW hw
sy \ hy
Iw

1.2.3 Sylable structure
As is the case for most Bantu languages, the canonical syllable structure of

KiYaka is CV. However, other syllable shapes can be found as illustrated below. (G

stands for "glide").

(8) V: a bwe (what happened?)
Cv: hata (village)
CVV: taata (father)
CGV: . kya taata (of father)
oGvv mwaana (child)
N: n'tal (hit him/her)

Syllables composed of just the vowel are rare; they are often found in
vocatives, interjections, etc. In the syllable that contains a glide, this one is mostly the
result of a rule of Devocalisation that changes high and back vowels into the

corresponding glide without changing the value of the feature [back].

1 Although there is no standard orthography, a syllabic nasal is usually separated from the onset of
the following syllable by an apostrophe. The /N/ in (6) is usually written as [n] followed by the
consonant but the combination is pronounced as shown in (6). L



(9)  Devocalisation

f 1 .
J [+high ] l I [:tﬁgi; ]l [ 1/ [-cons,-hi]
1[+r0und] J [+round] J

This rule turns /kudi/ into [kudy) and /kufu/ into [kufw] before the final vowels /-a/,
/ef, and /o/. For these cases under consideration, the resulting forms are respectively
kudy-a and kufw-a.

~ Another rule that corrects the shape of the syllable structure is Vowel Elision. -

It is formulated in (10).
(10) Vowel Elision vl
' !
[-cons, - hi, - round] --> @ / + [~cons]

This particular rule gets rid of the leftmost vowel in a sequence that would violate the
syllaﬁle structure of certain words. The unwanted sequence of vowels is derived
when two syllables merge due to morphology or syntax. This is the rule at work
when the possessive -eero (our) follows the noun mwaana (child). Mwaania loses ifs
final vowel; the resulting form is mwaneeto (our child). ‘

The distribution of CVV is an interesting one. Given that vowel length is
phonemic in fhc language, one would expect the distribution of CVV to be
unpredictable. In fact, underlying CVYV syllables are commonly found only in the
stem-initial syllable of words (e.g. taata). In the middle of words, CVV syllables are
the result of suffixation in verbs: e.g. di-idi (he ate) and compounding in nouns: e.g.

ngaanga-nzaambi (priest).
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Stem-final CVV are non-nexistent except in loan words and short forms, all of

which bear a HL sequence of tones on the last syllable. Loan words that exhibit CVV

at the end of the word come mostly from French. It will be remembered that French

places word stress on the last syllable. In KiYaka, the word-final stress is interpreted

asa H tone.

(11) a. taxii (taxi)

_ b. kafée {coffee).
c. vokdi (avocado)
d. frig6od (fridge)
e. vwayliii (hooligan)

Word-final CVV also appears in short or reduced forms of certain words. These are

words with high frequency use such as question words when they are phrase-final.

(12)

naa  (ndni) who

khii  (khiki) what

bwée (bwéyi) what/how
kwée  (kwéyl) where
kyée (kyéyl) . which

opoop

CVYV syllables can be found in lexical items derived by compounding. These

are words where the second member involved in the process has a long syllable at the

beginning of the stem. Here are some examples of such nouns.

(13)

a. ngudikhongo
mother-polygamy
Father's other wife

b. ngaanganzaambi
master-god Co
Priest -

c. phiiphaphiipha
night-night
Nightly

d. ngaangangoombo
master-divination
Fortune teller



1.3  Morphology
The agglutinative nature of Bantu morphology is one of the major
characteristics of this language family. The class system is an important feature of this

agglutinative morphology. In the table below, I give the eighteen classes of KiYaka.

(14) Noun prefixes and corresponding agreement markers in KiYaka.

Class Noun Modifier SA OA OA QA
Prefix Prefix Prefix Prefix Enclitic Fult pronoun

11sg @ u-, @ N/, I N/

2sq @ u-, @ u-, Q@ ku- e

3sg /NY,mu-9 u-, ka-u-@ /NY - yaandi
2a1pl ba- ba- tu- tu- -

2pl  ba- ba- lu- lu-

3pl ba- ba- ba- ba- yaawu
3 INY, mu- u- u- -— SA+a SA+aawu
4 /N, mu- rmi- mi- SA+a SA+aawu
5 di-, © di- - SA+a SA+aawu
6 ma- ma- ma- SA+a SA+aawu
7 ki- ki- . ki =-- SA+a SA+aawu
8 bi- bi- bi- SA+a SA+aawu
9 IN/ i- i- -—- SA+a SA+aawu
10 IN/ zi- zi- SA+a SA+aawu
11 lu- lu- - - SAsa SAsaawu
12 ka- ka- ka- SA+a SA+aawu
13 tu- u- tu- SA+a SA+aawu
14 bu- bu- bu- - .SA+a . SA+aawu
18 ku- ku- ku- SA+a SA+aawu
16 ha- ha- ha- SA+a SA+aawu
17 ku- ku- ku- SA+a SA+aawu
18 mu- mu- mu- - SA+a SA+aawu

A noﬁn is normally made up of a root preceded by the noun class prefix. For instance,
the noun ma-kattka ‘livers' is made up of the root katika and the prefix ma- (class 6).‘
Verb forms are usually made up of the verb root preceded by the subject prefix and

followed by a suffix that indicates the tense. For instance, the verb ba-tadidi 'they



looked' is composed of the verb root tal- 'look’. Ba- is the subject agreement prefix
for the third plural, and -i/i is the suffix that marks the recent past. Here it is realised
as [-idi] due to a phonological rule that conircrts /1/ to [d] when it is .followed by [i]. It
will be shown in Chapter 3 that the verb stem can contain other affixes.

1.4  Previous Descriptions
The earliest attempt to proﬁdc a description of the tone system of KiYaka was
undertaken in the first published grammar of the language (van den Eynde 1968). Two
" other studies deal exclusively with the tone system of KiYaka and both are based on
the (written) data collected by van den Eynde (1968). These are a papei' by Meeussen
(1971) and a more recent paper by Goldsmith (1987), respectively. - |
Although the data were generally well recorded, three major shortcomings
emerge from the original work which are likely to affect subsequent analyses based
exclusively on these data. First, van den Eynde observed the phonetic difference
between different H tone tonés; namely, certain H tones are realised with a relatively
higher pitch than others. Howevér, he decided to systematically ignore it (1968:10)
for the sake of a simpler notation system. As will be seen later, this distinction is
crucial for the analysis of KiYaka tone.
~ Second, van den Eynde correctly observed that nouns fall into different tone
_groups depending on the way they behave tonaﬂy in similar contexts. These contexts
were characterised in syntactico-semantic terms. In addition, an important tone group
is curiously abscnt'from van den Eynde's grammar. Although ;he present study is
based on dialect different from the one described by van den Eynde, there is indication

from Meeussen's (1971) paper that some nouns do not fit into the three tone groups
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set by van den Eynde. It will be observed in the analysis that the presence of this extra
tone group is crucial for an adequate understanding of this tone system.

Finally, van den Eynde determined that three syntactico-semantic categories
were relevant for tone assignment to nouns. Any noun may surface with any of the
three tone patterns or "tonal cases” depending on its syntactico-semantic function in the
construction, But a systematic examination of the environments that determine the
tone patterns reveals the potential existence of more tone patterns without any matching
syntactico-semantic categories. '

-

I discuss these works in more detail at the end of Chabter 3.

1.5  Organisation of the dissertation

This dissertation is organised in four chapters: (1) Introduction, (2) Nouns, (3) _

Verbs, (4) Prosodic Domains. In addition, Chapter 3 is followed by an addendum that

briefly describes the shortcomings of the previous studies. Finally, I present in an
Appendix additional data relevant to specific sections of the dissertation. |

| Chapter 2 introduces the basics of the analysis. The basic objective is to

account for tonal variation as well as phonetic differences in nouns. In the analysis I

propose that KiYaka has only H tone specified in the lexicon. This tone can be

floating or prelinked. When it is floating, the H tone can link to syllables that are

| assigr_lcd accent lexically. Such a co-association yields a phonetically higher pitched H

tone (or raised H tone) than a regular H. Low tone means the lack of tone and is

therefore supplied by default.

Tonal variation in nouns is accounted for by suggesting that the tone rules

responsible for tone association are subject to phrasal conditions. I argue that the tone

11



of a noun depends not only on its underlying specification, but also on the position it
occupies in a phrase.

Chapter 3 is basically an extension of Chapter 2. I argue that verbs work like
nouns by shoﬁng that they too fit the patterns set for nouns and can therefore undergo
the same rules suggested for nouns in Chapter 2. The addendum to Chapter 2 and 3
reviews the treatment of tone in previous descriptions. |

. Finally, Chapter 4 constitutes the second major part of this dissertation. I
argue that the tone rules discussed in Chapter 2 take place in two postlexical domains:
N the clitic group and the phonoldgical phrase. To derive these domains, I assume the
theory of Prosodic Hierarchy. I argue that KiYaka requires reférenée to both the
relational and.the end-based versions of the theory of Prosodic Hierarchy.

12



)

CHAPTER 2
NOUNS

2.0  Infroduction

One characteristic that sets the tone system of KiYaka apart is the remarkable
tonal variation observable on nouns and verbs. The most interestin g data come from
nouns because they present more variation than verbs dé). Specifically, nouns exhibit

tonal phenomena not observed in verbs in that there are tone groups that contain only -

nhouns whereas there are no tone groups composed exclusively of verbs. This is .

important because the generalisations reached for nouns can easily be assumed for
verbs. Consequently, I discuss nouns first. In many ways, subsequent chapters will
be developments of the analysis presented in this chapter.
. The chapter is organised as follows. I begin by briefly illustrating the phonetic
tones in section 1. In section 2 I describe tonal .van'ation as it is reflected in the
 different tone groups and tone patterns of nouns. Section 3 introduces the analysis. I
discuss the notions of tone donation and accent, and prdvidé an algorithm for the
derivation of the tonal allomorphs or tone patterns. Finally, I discuss the accent and
tone rules. The domains of application of the tone rules are merely mentioned and not
justified in this chapter, and they will be covered in Chapter 4. Section 4 gives sample '
derivations of all the four tone patterns for nouns from all six tone groups. Finally, |
section 5 discusses lexical tone donation in compounds and verbs, respectively.

2.1. Phonetic Tones
There are three phonetic tones in KiYaka. First, there is the standard
distinction H(igh) vs L{ow), as can be observed with the underlined syllable (ko) in

the following examples.

13



1 a yeko pé
Sseparation aswell
As for the separation as well, ...
b. hekd pe
Stsetse  aswell
As for the tsetse as well, ...
The underlined syllable is L in (1)a but Hin (1)b.

The third phonetic tone is a high tone that is relatively higher in pitch than the
regular high tone. I will call this R(aised) high tone or simply R. The difference
between the regular H and the raised H can be observed on the last and underlined

" syltable in the following two words. |
(2) a. yekd

Sseparation
As for the separation, ...

b. hekd

- btsetse :
As for the tsetse, ...

The underlined syllable is realised with a higher pitch (about 10Htz) in (2)a than in
(2)b. Another difference reinforced by the tone difference on these syllables is that the
vowel of the last syllable is fully audible in (2)a, but it is almost voiceless in (2)b.

We thus have the following phonetic tones in KiYaka: raised high tone (R),
high tone (H), and low tone (L). |

2,2 Tone Groups and Tone Patterns

As mentioned above, there are two major characteristics that distinguish the tone
system of KiYaka from the other systems known in the literature on tone. First,
each stem (noun or verb) can surface with as many as four different tone patterns

(henceforth T). I label these patterns T1, T2, T3, and T4, respectively. The patterns

14



are illustrated by the examples in (3). Note in particular the tone of the noun stem

khoko.

(3

1.
T2.

kya khoko-

khoko  ladidi
T3. khoko ladidi,wa kabeénga
T4. kya khoko ki-ladidi

(Its ) of a/the chicken

as for the chicken, it disappeared

the chicken that disappeared is red

It's of ajthe chicken that disappeared

In these examples, we see that the noun khoko has the following respective tone

melodies: RL, LR, LL and RR.

-~

(1968), I will call these tone groups.

Second, noun stems fall into six lexical groups. Following van den Eynde

The existence of tone groups is not in itself

anything special. There are in fact many unrelated languages where nouns are grouped

in a similar way. This is for example the case for Kikuyu (Clements 1984) and Mende

(Leben 1978).

phenomenon. What makes the tone groups in KiYaka different is not apparent until - -

Nevertheless, the tone groups in KiYaka remain a unique

we know about their underlying structures. We will see later that contrary to the

situation in Kikuyu and Mende, the tone groups in KiYaka are not associated with

specific tone melodies. The table below gives the six tone groups as well as the four

tone patterns for each noun stem.

C))

Tone Patterns and Tone Groups

T

khdko
yéko
ndoongo
ma-dya
ki-dya
phaku
tama
taangu
thaangu
n'idongo
masole

T2

khoko
yekd
ndoongd
ma-dya
ku-dya
phaku
tama
taangl
thaangd
nloongd
masole

T3

khoko...
yeko ...

ma-dya...
ku-dya ...

phaku- ...
tama...
taangu ...

thaangu ...
n'longo ...
masole ...
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T4

..khoko...
YEKO ...

..ma-gya ...
... kKu-dya ...

..phaku...
.tama...
.taangu ...

..thaangd ...
...n'loeongo ...

...masolé...

gloss

‘chicken’
separation'
‘needle’
‘food'

‘0 eat'
tax'
‘cheek’
'sun’
time'
'medicine’
‘fields'



G1.2

G2.1

Ga.2

G3.1

mbisi
mvatu
nzadi
nglba

ndodngo
taata

ma- IOOHQI
ndoonga
mbodmbo
mi-loombo

-maéfu

khadka
thaangt
n loongo
mbaan2|
nzaangi

mu-td
z6ba
ku-sala
nzald
toméa
ki-dimé&
ngoid
tsisi
ma-flita
ba-yakala

ngodmbé
ku-sadla
khadka
ngaanga
ndaanda
mbulindl
mviindd
ngundu
mbaéndd
ku-ladmbéa
ngadngu
nduundu

katika
mbUlimboiu
phélénde
tsongini
ki-fwanisu
théméthémo
taxii

kafée

mbisi”
mvutl
nzadi’
nguba

ndoongd
taatd
ma-loongi’
ndoonga
mboombd
mi-loombd
maafi
khaaka
thaangi’
n'loongd
mbaanzi”

" nzaangi

mu-fu
zoba
ku-sala
nzala
toma
ki-dima
ngolo
tsisi
ma-futa
ba-yakala

ngoombe
ku-saala
khaaka
ngaanga
ndaanda
mbuundu
mviindu
ngiindu
mbaandu
ku-laamba
ngaangu
nduundu

katika
mbulumbuilu
phelénde
tsongini
ki-fwanisu

themothémo

taxii
kafée

mbisi ...
mvutu ...
nzadi ...
nguba ...

iaata...
ma-loongi ..
ndoonga ...
mboombo...
mi-loombo...
maafu ..
khaaka...
thaangi ...
n'loongo ...
mbaanzi...
nzaangi ...

mu-{u...
zoba...
ku-sala...
nzala...
toma ...
ki-dima...
ngolo ..
tsisi ...
ma-futa...
ba-yakala...

ku-saala...

khaaka...
ngaanga...
ndaanda ...
mbuundu ...
mviindu ...
ngiindu ...
mbaandu ...
ku-laamba...

nggaangu ...

nduundu ...

katika ...

mbulumbala...

pheléndé...
tsongini...
ki-fwanisti...
thernothémé
taxii...
katée...
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..mbisT...
..mviatd ..
...hzadi...
...nguba...

.1adta ..

...Mma- Ioongi
. ndoonga
...mbodmbd...
...mi-loémbs...
...maafd ...
..khadka...
..thaang:
...n'loongo...
...mbaanzi’
..nzaangi ... - .

ma-ta ...

. 20b4 ...
...ku-sala ...
..hzald ...
..oma ...
...ki-dima...
...ngélé
sisi..

-futa

-ba-yakala...

...ngodmbeé ...
..ku-saalj ...
...Khaaka ...
...ngaanga...
...ndaanda ...
...mbutindd...
...mviindd...

. ngundu .-
...mbaandy ...
kU Iqam_ba
...hgaangu...
...hdudndd...

katika...
...mbulambdild. ..
...phéléndé
s tsongini

. kl-fwanfsu
...theméthémé...
_taxii...
...kéiéé...

‘meat’

‘answer'
'big river'
‘peanuts’

‘palm wine'
father
lessons’
row, line'
lmsel
‘kidneys'
‘earth, sand'
‘grandparent’
‘bed'
name of tree
‘eagle’
'monkey'

'‘person’
idiot'

Yo work'
‘hunger’
‘arrow'
‘period’
'strength’
‘eyebrows’
‘oil’

'men’

lcowl
‘to remain'
vindicliveness'
'master’
‘cotton’
‘heart’
'dirt’
Yhoughts'
‘example’
‘cooking’
‘intelligence’
‘abino’

*liver'
‘insect'
name of place
‘red ants’
‘drawing’
'star’
‘taxi'
‘coffee’



vokda vokaa vokia... .. VOK&4... ‘avocado'

frigdo frigdo trigdo... .frigdé... ‘refridgerator’
vway(iu vwayliu vwaylu... ..vwayuu... ‘holigan’
G3.2  18él6 leeld leeld... L6816, .. foday' .
héké heké heké ... ...hEkK6... ‘tsetse’
haani huunf huuni... ...hauni... ‘thirst'
ki-tséké ki-tsekd ki-tsekd... .. Kitsékeé... ‘bed bug'
ki-tsdmbs ki-tsomb6 ki-tsombé...  ..ki-tsombé... name of insect
n'téété n-teetd neetd ... ...Mésété... limits of field'
mphdési mphoosi mphoosi... ~.Mphogsi... ‘whistling'
ma-yend ma-yend ma-yend ...  .ma-yend... ‘breasts’
bi-tstimbtl bi-tsumbu bi-tsumbt ... ..bi-tsimbdy..." ‘stories, tales’
ba-khéété ba-kheeto ba-kheeté...  ...ba-khéété... 'women'

_In the table above, the nouns fall into three major groups (Gl, G2, and G3)
according to the characteristics they exhibit in the different tone patterns. - The
subgrouping (G1.1 and G1.2, G2.1 and G.2, G3.1 and G3.2) is motivéted by
certain group-internal differences. For instance, G1.1 and G1.2 differ frqm each .
other in the location of the R in T1. Finally, G1.1 nouns can iﬁvblvc up to four -
syllables, while G1.2 nouns have only the syllable structure CVVCV (see
Appendix A).

G2 nouns are completely low in T2 and T3. G2.1 and G2.2 nouns are
distinguished by the location of the stem-initial raised H or R as well as the length of
this syllable. G2.1 nouns have a short stem-initial syllable while G2.2 nouns have a
long stem-initial syllable. The raised H falls on the only one mora of the stem-initial

syllable in G2.1 and on the second mora of the same syllable in G.2.2.

G3 nouns share the following factor, which also distinguishes them from the
other groupé: they surface with an H in every tone pattern. However, G3.1 and
G3.2 are distinguished by the location of the H tone which is present in all tone
patterns. This tone is on the penultimate syliable in G3.1 but on the final syllable in
G3.2. A closer look at the table above (4) also reveals that G3.2 has a restricted

syllable structure, namely CV(V)CV.
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2.3  Analysis :
The ahalysis 1 argue fc;r in this study is based on the following claim: the tonal
alternations are derived by phonological rules, conditioned in part by the position of a
word within a clitic group. The assumptions are that utterances are divided _into
phonological phrases (¢) which are further divided into clitic groupé (C) by phrasing
rules. In addition, many words have a floating high tone, which they donate to
another word to the right if both words share the same domain. Finally, donation of
" the floating H tone is orﬂy possiblc within a specific domain: the clitic group. Below I

discuss the notion of tone donation and how it accounts for the patterns of the data.

2.3.1 Tone Donation

Tone donation refers to the fact that a H tone specified for a morpheme is often
realised on a different word to the right of the domain of specification of the tone. In
more specific terms, the four surface tonal patterns (T1-T4) follow from two
independent factors: namely, 1) the presence or the absence of a H donor morﬁhcme
to the left of the word; and 2) the position (final or nonfinal) of the word in the

~ domain, which I assume is the clitic group (C). |

In order to fully convey this notion, I introduce new terminology concerning
the movement and realisation of tone. I will call a morpheme with a floating and thus
donatable H tone a donor morpheme. If sucha donor morpheme is present to the left
of a word and this H is later realised on the stem initial syllable of the following word, -
we will call this word "marked"; otherwise, it is "unmarked”. With regard to the
position the word occupies in the domain, we will call a word "final" if it domain-final;

otherwise, it is "nonfinal".
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Combinations of these variants define four possible tonal allomorphs, each of
which corresponds to one of the four tone patterns illustrated in the table above: T1)
marked final, T2) marked nonfinal, T3) unmarked final, and T4) unmarked nonfinal.

In the present approach, the table of (2) translates as shown below.

(5) (T1) (T2) (T3 T4
Marked Unmarked Unmarked Marked
Finat Final Nonfinal Nonfinal
[H.. __1C [._)C [ X]JC [H.._XC

“In these representations, we see that the marked patterns are characterised by the |
presence of an H to the left within the clitic group. This H will be donated to an
eligible following syllable. (5) also shows that unmarked patterns have no such ‘H
preceding within the clitic group, which is the domain of tone donation. |

" One donor morpheme that we can use to illustrate tone donation is the
associative morpheme. In the following illustration, the associative morpheme kya
is composed of the class 7 prefix i- and the morpheme -a, whose exactrole is

not known at the moment. We see that all the nouns which follow kya have aHon

their respective stem-initial syllables.

(6) Gi.1  kya ndoongo 'i's of the needle’

G.1.2 kya ndodongo it's of the palmwine'
G2.1  kya z6ba 'it's of the idiot’
G2.2 kya ngoombé 'it's of the cow'

G3.1  kyakatika 'it's of the liver'
G3.2 kya héké 'it's of the tsetse’

The claim is that a donor morpheme can be diagnosed in that it will donate a H to any

following word in its phrase.
Using this test, we can determine which of the basic tone groups are donors.

The following examples feature a possessive construction. The possessive is made
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up of the class prefix and the third person singular stem -aandi. (The prefix which '

occurs before -aandi varies according to the class of the head noun and is independent

of tone).

)] G1.1  yeko dyaandi 'his separation'
G1.2 ndoongo zaandi ‘his palmwine'
G2.1 zoba dyaandi” ‘his idiot’
G2.2 ngoombe zaandi’ *his cattle’
G3.1  Kkatlka dyaandi *his liver'
G3.2 hekd dyaandi *his tsetse'

_ The donor morpheme test in (7) reveals that G1.1, G1.2, and G3.1 are donor groups |
while G2 and G3.2 are not. Relating the data here to the table (4), it appears that the
nouns in (7) bear T3 because they serve as donors when they occur in the following
frame: [ ... __ ...]C.

So far, we have examples of T1 (noun stems in (6)), and T3 (possessed
riouns in (7)). Lct us now exploit the notion of donor morpheme to illustrate T4. In
the following examples the initial donor is the first part of the discontinuous

morpheme ka ... ko, used to negate a noun.

(8) G1.1: Ka yékd ké 'it's not a separation’
G1.2: Ka ndodngé ké 'it's not palmwine’
G2.1: Ka zdba ko 'it's not an idiot'

G2.2: Ka ngoombé ko 'it's not a cow'
G3.1; Ka katika k6  ‘'R'snotaliver
G3.2: Ka hékéd ko ‘it's not a tsetse’

In theése examples, ka2 donates its floating H to the noun. Then each noun contributes
its own floating H (if it has one) to the toneless ko. The surface forms of ko confirms
our earlier claim that G1.1, G1.2 and G3.1 are donor groups while G2 and G3.2 are
ﬂot. We can tell this because ko is high after G1 and G3.1 nouns but low after G2 and
G3.2. The syllables that do not get a H tone by tone donation will receive a H by a
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variety of fill-in tone rules. It is important to note that the tone of what comes after

the noun stem (e.g. ko ) is irrelevaht for T4 to obtain.

While T4 obtains in a phrasal context where a noun stem is preceded by a

donor and followed by a potential recipient, T2 occurs in the opposite context. That

is, no donor morpheme precedes the noun stem and no other word follows the noun

stem.

9 G111 yekéd

G1.2 ndoongd
~- G2.1 zoba
G2.2 ngoombe
G3.1  katika
G3.2 heké

‘as for the separation, ..."
‘as forthe palmwine,...’
‘as for the idiot, ...'

‘as for the cattle,...’

‘as for the liver, ...'

‘as for the tsetse, ...

Thé donated H often skips an unpredictable number of syllables to attach to a

syllable to the right in the phrase. This long distance shift is exemplified below. The

only high pitched syllable is the landing site of the H donated by kya.

(10) - 1 syllable: ky-a
7-of

2 syllables: Ky-a
7-of

3 syllables ky-a
7-of

4 syllables ky-a
7-of

yéko ‘of separation’
5-separation’ ‘

ma-yéko ‘of separations’
6-separation

ku ma-hata 'of the villages'

to 6-village T
ku ba-milodngi  ‘of among teachers’

to 2-4-teacher

In these particular examples, the high tone of kya surfaces on the stem-initial syllable

of a noun stem to the right of the associative morpheme. If more than one stem

follows, the tone attaches to the stem closest to kya. We will see later that the tone

can also dock to an enclitic.
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~ The system presented so far does not seem to account for the minimal pair

yeké 'as for the separation' vs yéko 'it's a/the separation’ given in (11). This
'apparcnt coﬁntercxamplc can be taken care of by positing that KiYaka has a copula
composed of only a floating Htone. Sucha copula H tone is also attested in Kukuya
- (Paulian 1975) and Chaga (McHugh 1990). This copula is present in one of the
occurrences of the noun yeko (11)a, but not in the other (11)b. The derivation of this

pair is schematically shown below.

~-(11) a [H +yeko]-—-> yéko (markedfinal) ‘ii's athe separation'

b. [ yeko] --->yeké (unmarkedfinal) ‘As forthe sebaration.

In this example, the noun yeko is final in its clitic group in both (11)a and (Il)b-
because nothing follows it. In addition, the noun is marked in (11)a because it is

preceded by a floating H tone, which surfaces on the stem-initial syllable of the noun.

In (11)b, as there is no such an H tone, the noun is unmarked. Yeko is thus marked-

final in (11)a and unmarked-final in (11)b. Evidence that the H tone is 4 copula comes

from the fact that it can't precede verbal constructions (since it is itself a verb).

To sum up, we see that the four tone patterns ban be derived by referring to the
notion of donor morpheme and the position of the noun in the phonological word: the

four tone patterns result from the oppositions donor/non-donor and final/non-final.

2.3.2 Accent

The notion of tone donation would be incomplete without addressing the two
following questions. First, what is the landing site of the donated tone? Second, can
the answer to the first question account for the distinction between R and H? I discuss

these two issues below, beginning with the surface contrast between R and H.
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As was mentioned earlier, KiYaka has three phonetic tones: L, H, and R. To
account for the different surface tonal phenomena, I propose that KiYaka has baéically
the H-L opposition supplemented by accent. The H is specified underlyingly anci can
be prelihked or floating, but the L is supplied by default according to the following
rule:

(12) V-V

As for the R, I suggest that it is just the phonetic realisation of H on accented syllables.

Specifically, the H is converted into R by the following phonetic rule.

(13) H-RAISING: Realise an accented syllable linked to Has R.

The accentual analysis must be defended against the obvious alternative that H anld R
are phonemically distinct tones. The arguments are as follows.

First, the surface distribution of R is restricted. R occurs only 1) on stem

- initial syllables of all stems (nouns and verbs), and 2) on the stem ﬁnﬂ syllables of

G1 and G2. I claim that these are exactly the syllables that receive accent in KiYaka by
rules that I will discuss later. -

Second, when floating Hs are moved around by rules, they can associate to

accented or unaccented syllables. The phonetic realisation of the H varies depending

on whether it associates with an accented or an unaccented syllable. This is illustrated
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in (14). Recall that G1.1 is a donor group. In (14), a noun from this group

contributes its H tone to a later morpheme in the phonological word.

(149 a ndoongo yiha

needle that
‘that needle’
b. ndoongo pé
. heedle aswell

‘the needle as well*

The data in (14) indicate that we have a donated H tone in both' cases. However, the
"H donated by the noun in (14)a falls on an accented syllable while the one donated by
the same noun in (14)b docks on an unaccented syllable. This différcnée iﬁ reflected
phonetically in that the latter yields a H and the former its higher-pitched allotone: R.
Although 'the distribution of the accent is restricted, the accent is not fully -
predictable. So for instance, only the placement of the accent on the first or second
mora of the stem initial syllable of ndoongo makes the difference between 'needle’

and palmwine'.

(15) a. G1.1 kya nddongo ‘it's of the needle'
b. G.1.2 kya ndodngo it's of the paimwine"’
c. ndoongo ‘as for the needle/palmwine’

‘ While the placement of the initial accent distinguishes 'needle’ and 'palrnvﬁne‘, failure
" for this accent to be realised (because no H has been donated) results in an ambiguous-
form ( 15)c; We will see later that the rule that assigns initial accent is quite general but
some stems (¢.g. 'palmwine’) have lexical marking that makes it ﬁossiblc for themto
. receive the accent on a different mora.
Additional support for accent is provided by examples such as (10) repeated
here as (16). |
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(16) 1syllable: - ky-a yéko ‘of separation’
7-of  B-separation

2 syllables: ky-a  ma-yéko 'of separations’
7-of  6-separation

3 syllables ky-a ku ma-hata ‘of the villages'
7-of to 6&-village

4 syllables ky-a ku ba-mi-lodngi ‘of among teachers'
' 7-of to  2-4-teacher

The data here show that the distance between the domain of specification of the H tone
and its actual landing site is unpredictable. Unless some special characteristic is 'l
~recognised for some of these syllables, it is difficult to a.ccount‘for this long distance -
tone shift. The accent is the special feature we need to predict the landing site of the
donated H. In more specific terms, the donated H is attracted by accented syllables, as

shown in ( 17)'.

*

(17) 1 syllable: ky-a  yfko 'of separation’

H’ ” * | .

2 syllaﬁles: ky-a mf-yg'ko ‘of separations’
H’ ) *

3 syllables ky-a ku Ea—l_léta 'of the villages'
H—— T -

4 gyliables ky-a ku ba-mj:lojmgi ‘of amonyg teachers'
- s

This long distance tone shift is particularly difficult to achieve within a purely tonal
analysis. The accent not only designates the landing site of the donated tone, but also

accounts for the surface R/H distinction.
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In the ongoing exploration of Bantu tone systems, several accentual analyses
have been suggested (e.g. Goldsmith 1982, 1984; Hyman 1982). But accent in these
studies is an alternative to tone. The accent I propose is different in that it co-exists
with tone. Tone and accent co-existence means three different things for KiYaka.
First, as I will show below, KiYaka has some words with only tone and others with
only accent. Second, tone and accent can also co-exist within ir.u':ﬁvidual noun roots.
Finally, we have just seen that accent is not just an abstract device as in other studies,

N but has phonetic correlates, provided it coordinates with the appropriate tone: H.
However, with no H docked to it, an accented syllable is phonetically just L.

In summary, the derivation of surface tones is as follows. Accents are
assigned to certain syllables of the underlying structures. Then the H tone will
associate with tone bearing units (TBU) éccording to tone rules, most of which are
subject to phrasal conditions. As was suggested above, syllables that do not get a H
tone will be assigned L by default. Since a floating H can link to any type of syllable,
it can surface as H or as R, depending on whether it associates with an unaccented or

accented syllable. These rules are discussed in the following section.

2.3.3 Accent Rules ' , .
I propose that the different toné groups have the underlying structures shown in (18).

8
G1.1 G1.2 G241 Ga2.2 G3.1° G3.2
[CV(V)CV ] [CVVCV] [CVCV] [CVVCV] [CVCVCV] - [CVCV]

|
[ H H] [ 1 [ ] { HH [ H]
D] _
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The brackets in (18) indicate stem boundaries. These structures also indicate that
when nouns in G1.1 and G1.2 sﬁare the syllable structure CVVCYV, they cannot be
distinguished on the basis of the underlying tonal specification: they each have one
floating H tone. These two groups will only be distinguished by the placement of the
accent; this reveals the limited phonemic role of accent. The fact that only the
placement of the initial accent éan distinguish G1.1 and G1.2 noun stems provides
independent evidence for the lexical nature of accent rules. As was suggested earlier in
our discussion of donor morphemes, G2 nouns are toneless. G3 nouns have a
prelinkéd H tone, supplemented by an additional floating H.in G3.1, whiéh makes
this group a donor group.

Finally, I assume that in these and subsequent representations the OCP holds at
the morpheme level. In addition, the OCP must be able to distinguish linked from
floating tones. Where the application of a tone rule creates a representation that
violates the OCP, the consecudve associationrs will be collapsed.

The first set of rules to apply to the underlying' representations (henceforth UR)
are those which assign accents to noun and verb stems. The rationale for the early
application of accent rules is that in most cases, the landing site of the floating tones is
determined by the location of the accent. The initial accent is aésigned to the stem

initial syllable by the rule formulated in (19).

(19) INITIAL ACCENT ASSIGNMENT: Assign an accent on the stem-initial
syllable

*

a. V> Vistem[CV__ :lexically marked noun stems (G1.2), toneless
nouns (G2.2); most verb stems (except Remote
Past).
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b. V-—> V/istem[C__ : el[sewhere (i.e., most noun stems (except G1.2
and toneless nouns), verbs in Remote Past and
Imperative with Object prefix.

When Initial Accent is assigned, the forms in (18) look like those given below in (20).

(20)

G1.1 G1.2 G2.1 G2.2 G3.1 G3.2

[CWCV]  [CWCV] [cvev] [cVVeV] [CVCVCV]  [CVCV]
!

. I
[ Hj [ H [ ] [ ] [ RH [ HI]

-

(21) FINAL ACCENT ASSIGNMENT:

Assign an accent to the rightmost syllable of a stem containing no linked H.
| H
¢ |

V--> V/ __Jstem where stem contains no V

The output of this rule is shown in (22).

(22)
G1.1 G1.2 G2.1 G2.2 G341 - @3.2

[CVVCV] [CVVCV) [CVCV] [CVVCV] [cvcvlrcv ]  [CVeV]
' ]
[ H] [ H] [ ] [ ] [ HH [ H]

The rule in (21) means that the pfclinked H tone is in complementary distribution with
the final accent. This in turn suggests that the prelinked H tone and the accent are the
same tﬁing. If we push the argument further, we could thus replace the accent by a
prelinked H as was argued for other languages in Pulleyblank (1983). However, this
approach does not hold in the case of KiYaka for several reasons.

First, the prelinked H in KiYaka exhibits special distinguishing characteristics.
For instance, the syllable that hosts a prelinked H always surfaces with a H tone in all

28



contexts. The data show that only certain syllables of G3 nouns can surface with a H
tone in all contexts. If we assumed that accent is a prelinked H tone, we face the
challenge of distinguishing the Hs that are realised in all contexts (G3 nouns) and
those that are realised in some contexts but not in others (G1 and G2). |
Second, what I refer to as the prelinked H in KiYaka is stable in that it cannot
be donated to another syllable. But the other groups (G1 and G2) do not exhibit such
a characteristics. In addition, the accent contributes a phonetic réa]isation (raised H -
tone) that the prclinkéd tone does not have. In the near minimal pair given below, the
~ H links to an accented syllable of the noun yeko by rule. The result is a raised H. We
know that this H is linked by rule because when this rule does not apply (e.g. when
_the noun donates its H), the noun is c_omplgtely Low (yeko pé ). However, the last
syllable of heko has a prelinked H because the noun always has a H tone on thisl '
syllable in all phrasal contexts. The prelinked H is lower in pitch than the raised H. |

*

23) a. yeko ‘as for the separation’
H
b. hekd ‘as for the tsetse’
:

Furthermore, replacing the accent by the prelinkeﬁ H would work only in a strictly
tonal analysis. However, there is sufficient émph-ical evidence to demonstrate ﬁat
KiYaka is not exclusively either tonal or accentual. In particular, it is not clear how a
tonal analysis could handle the long distance tone shift illustrated in (10} and (16).

Following are examples of these representations in ;)ur sample nouns
composed of ndoongo (needle), ndoongo (palmwine), ngoombe (cow), katika
(liver), and heko (tsetse). |
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(24)

G1.1‘ . G1.2* . G%'.'. G2.2' . G§.1 G3‘.2
[ndoongo] - [ndoongo] Tzoba] [ngoombe] [katika) [heko }
[ H H] [ 1] [ o "I|H] [ l“]

The forms in (24) indicate that G3 nouns have both a prelinked H and an accent. In
addition, we see that Gl1.1 and G1.2 are only' distinguished by the initial accent
when both share the same syllable structure CVVCV. |
It is the claim of the analysis that all stems - nouns and verbs- must fit in the
5represcntations in '(18)‘. Becaﬁsc verbs are basically toneless, they cannot have a
prelinked H and thus G3 does not contain any verb forms. Howevér, verb stems

usually get & H tone by affixation of a tense marker. Verb forms thus belong

exclusively to Gi.l, G1.2, G2.1, and G2.2, as can be witnessed from the following

data.
(25) G1.1. ba-lduka they had learned (Remote Past)
' G1.2.  ba-lulkidi they learned (Immediate Past)
G21  ku-luka to vomit

G2.2 ku-luuka to learn {by experience)

~ The respective representations of these verb forms are given below. Accent
placement varies with tense. In the verbs with a long stem initial syllable, most tenses
pattern with the infinitive in that the accent goes on the second mora. Such forms thus

belong to G1.2 or G2.2, depending on the tonal structure. G2.1 does not contain any

verb with a long stem initial syllable. The infinitive is toneless; the H tone in the -

finite stems is supplied by the suffixes -a for Remote Past (rp) and -idi for Immnediate

Past (ip), respectively.
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26) Gi1 S Gi1.2 G2.1 G2.2

ba[ luuka] ] [bal luukidi] 3 ___ [ ku [ luuka] ]
[H[ H] TH HI [ [ 11

Now contrast these forms with the following data, which show a verb with a short
initial syllable. Here the infinitive is G2.1 and both thé Remote Past and Immediate

Past belong to G1.1 because there is no vowel length involved in the stem initial

syllable.
(27) Gi1.1  ba-lika they had vornited
ba-likidi they vomited
G21  ku-luka to vomit
(28) G1.1 G1.2 G2.1 G2.2
a. ba[luka]]  ___ [ku[luka]] __
[H[ H}1} S B O B

b. [ ba [ lukidi} ]
[ H  Hi]

Again, the gaps under G1.2 and G2.1 in this table indjcateS,that these groups contain -
only stems with a long vowel in the initial syllable. More data of this type will be

discussed in ch~aptcr 3.

2.3.4 ToneRules
We turn now to the tonal rules of KiYaka. But before discussing individual

rules, I would like to say a word on the special nature of tone shift in KiYaka. As

was mentioned earlier, tone donation takes place from morpheme to morpheme and
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not necessarily from one syllable to the immediately following syllable, as is the
case for Kikuyu (Clements 1984) and Chaga (McHugh 1984). In KiYaka, tone
shifts to an immediately following syIlable‘only if there is a morpheme boundary '
between the donor and the recipient of the H. .

That tone donation occurs from morpheme to morpheme is significant for the
theory of Prosodic Hierarchy. As developed in Selkirk (1980, 1984, 1986), Nespor
and Vogel (1986), and Hayes (1984), this theory assumes bracket erasure inside the

. clitic group or phonological phrase. That is, morphological information is not

~available to phonological rules that apply at this prosodic level. HQWCVCr, the KiYaka
data suggest otherwise. Specifically, tone moves from one domain of specification to
another but within the boundaries of the clitic group. Itis this mismatch bcthcn the
domain of specification of tone and the domain of its association that I call tone
donation, Bec;ause of the independent nature of tiers in the autosegmental framework,
the absence of morphological brackets in the prosodic constituent will make it
impossible for us to tell these different domains. In other words, failure to keep these
internal boundaries will defeat the notion of tone donation crucial to the present
analysis.

Most tone rules are postlexical but there are a few cases where tone donation
oceurs in the lexicon. While this lexical application takes .placc' within the word
boundaries, two domains are relevant for the postlexical application of tone rulcs
These are the c11t1c group and the phonological phrase (p-phrase). These domains are
discussed in detail in Chapter 4 but I will bncﬂy introduce them here.

The clitic group is the smallest of the postlexical domains. It is minimally

composed of a content word but the content word can be accompanied by function
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words that are grammatically dependent on it. Consequently, a phrase containing
more than one content word contains more than one clitic group.

The phonological phrase is the largest postlexical domain. It is minimally
composed of a clitic group. Typically, the phonological phrase will consist of a head
and all the material that falls under its maximal projection. A full discussion is

provided in Chapter 4.

2.34.1 Clitic Group bounded Tone Rules
Tone donation is achieved either by a rule of H-Attraction to an accented
syllable or by a rule of H-Shift to a non-accented syllable. The clitic group is the

domain of tone donation. Tone attraction is formulated as in (29).

(29) H-ATTRACTION

Associate a floating H to the first unlinked accented syliable to the right of its domain;

*

[ I @ o ] {where ... can contain unlinked accented or
P unaccented TBUs)
1O wIC -

The illustration in (30) shows the application of H-Attraction to the output of accent
rules. In this example the floating H that is attracted by the accent is the copula H tone;

thus the forms mean 'it's a N'.

(30)

G.1 G1.2 .G2.1 - G2.2 G3.1 G3.2 -
[ [ndoongo]] [{ndoongo]] [ [zoba]] [ [ngoombe]] [ [katika]] [[hekolll
H[ HI1 M Hl  [H[ 1] [Hl I Ml HH] [H HI
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[ ka ngoo ko]
P4
[ H ] Output

Depending on the syntactic structure of this construction, it is very possiblc that a
copula H tone precedes the morpheme ka. However, the presence of such a H tone
would not make a difference for the phonology because the negative particle ka has a
floating H within the boundaries of the same clitic Q‘oup. . |
It has been established that tone donation groups noun stems into two major
=~ categories: donor and non-donor morphemes. However, there are numerous cases
where this distinction is blurred because the receiving morpheme surfaces with a H
tone, even after non-donor morphemes. I discuss two such cases in this work. One
concerns "N + Demonstrative” constructioné and will be dealt with in Chapter 4. The
other case concerns the data below (34), which feature the phrase 'as for the N as '
well, ...". N stands for any noun.
(34) Gi1.1 ndoongo pé ‘asforthe needle aswell, ...'
G1.2 ndoongo pé€ ‘asforthe palmwine as well, ...’
G2.1 zoba pé ‘asfortheidiotaswell, ..’
G2.2 ngoombe pé ‘asforthe cow aswell, ..

G3.1  katika pé ‘asforthe liveraswell, ...'
G3.2 hekd pe ‘asfor the isetse as well, ...’

The major observation here is that with the exceptfon of G3.2, the word following the
noun stem is H even after non-donor noun stems. The quéstion is. then how ‘to |
 account for this difference in the patterning of 5 items of the 6 tone groups.
A qﬁick look at these forms suggests that one and the same rule places the H
tone on pe. But a closer examination reveals that two separate rulc-s are responsible for

the surface tone of pe. The first rule shifts the floating H tone of the donor morpheme

to the following morpheme (pe) if what follows the floating tone does not contain an
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accent, within the clitic group. The rule is formulated below.

(35) H-SHIFT

If no dccented syllable is available to the right of the domain of the tone, associate
the floating H to the following syllable within the same clitic group; '

(1 vi @1
1 ®w 1c

~ 'We know that the donor groups are G1.1, G1.2, and G3.1. Consequently, through

. H-Shift (35), the floating H of ndoongo (needle), ndoo}zgo (palmwine), and katika

(liver) will shift and dock to pe in G1.1, G1.2, and G3.1, respectively. Note that pé

is low after G3.2.

(36)
G1.1

* *

[ [ndoongo] pe ]
[ "H}H]

L] *

[ {ndoongo] pe ]

[l H H 1

[ ndoongo pe ]
: /

[ HHI

G1.2

[ [ndoongo] pe |
[l H} H]

* *

[ Indoongo] ps ]

rd
[l H H]

* L]

[ ndoongo pe ]
[ HH]

G3.1

[ [katika] pe]
[[ HH H]

*

[ [katika] pe]
[[ HH H]

[ katika pe)
|
{ HH H]

G3.2

[ [ heko] pel
[l H] H] Input

H-Shift

[ heko pe]
I

[ HH  Output

The output of H-Shift is submitted to other rules yet to be introduced. In brief, the

floating H of pe will delete in all four groups. At this stage, we already see that ﬁe is

high after G1.1, G1.2, and G3.1 nouns, but it is low after G3.2 becatuse nouns in this

group do not have a floating or donatable H. In G3.1 the leftmost H will spread
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rightward to ka. Finally, toneless syllables will receive L by default ahd the final
output will be like the target forms of (34).

" To complete the paradigm in (34), we need a second rule to apply to non-donor
stems. This is a default rule that will link the floating H of pe to the last TBU of the
clitic group. It is a default rule because it applies only in the event prelinking and all
the rules that we have discussed so far fail to associate tone to TBUs within the clitic
group. C-Final H association links any floating H tone to the final syllable of the clitic

group.

~{37) C-FinalHASSOCIATION ‘
Attach afloating H to the last syllable of a branching clitic group if no
H is previously linked in the clitic group.

.l @

W @C where ... contains no linked elements;
The target forms for the illustration of C-Final H association are provided in (38).

- (38) G241 zoba pé the idiot as well
: G2.2 ngoombe pé the cow as well

These forms are derived as shown in (39).

(39) G2.1 G2.2
[ [zoba] pe] | [ [ngoombe]  pe]
[[ v HC [l W HIC Input
— | H-Shift
[ zoba pe] [ ngoombe pe_]
[ H [ H] C-Final H Assoc.
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After application of C-Final H association, the rest of the syllables get L by default
and we have the correct results. C-Final H association is the last rule to attach tone to
TBUs within the clitic group.

It will have been observed that both H-Shift and C-Final H association require
that the clitic group be branching. However, even though these two rules have the
same results, they remain distinct rules because the source of the H tone is different in
each casc.. On the whole, the data of (34) look alike on surface. This is just one
instance of different rules conspiring to produce similar results. In fact, two distinct

~rules are involved H-Shift (35) and C-Final H Association (37). It should be made
clear here that the difference in these rules is determined by the toﬁal specification of
the stems involved. In clearer terms, only donor groups feed H-Shift; constructions
involving non-donor groups can reach the same results through a different rule: C-
Final H assoéiation. Since the deciding factor in these two rules is the tonal
specification of the stems involved, the need for two different rules makes it possible
to avoid direct reference to tone groups in rule formulation. Below I discuss another
such rule that is remarkably similar to the rule of C-Final H association because both

rules refer to the same edge but different labels.

2.3.4.2 P-Phrase bounded Tone Rules

~ The last rule that associates floating tones and TBUs applies only if no H tone
is linked in the phonological phrase. In this case, a floating H can dock to the last
syllable of the phonological phrase. ’

(40)  ¢-FINAL-H ASSOCIATION

If no TBU follows the domain of the floating H, associate the H to the last
syllable of the p-phrase, provided the phrase contains no linked H.
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[ .. 16" (where... contains no associated elements)

This is the rule that is responsible for the derivation of T2 forms like ndoongé
(needle), ndoongd (palmwine). To illustrate, let us examine how these ambiguous
forms are derived.

After éccent placement, the different forms have the configuration of the input
in (41). Since this structural description is not appropriate for H-Attraction, H-
~_ Support, H-Shift, and C-Final, none of these rules will apply. The C brackets are
then removed. At this point in the derivation, only ¢-Final level rules can associate

tone and TBUs. And this is exactly what ¢-Final H association does.

(41) G1.1 G1.2
[ [ndoongo] ] [ {ndoongo] ]
[[ HiCl¢ [[ HJC]¢ Accents
- C-Final H
[ndoongo] {ndoongo]
[ H ¢ [ r.-1]¢ ¢-FinalH
[ndoongo] [ndoong;:a]
I
[ Hl¢ a Hl¢ Output

It is crucial to remember here that the representation of the two stems 'needle’ and
'palmwine’ can be distinguished only by the placement of the initial accent. But the
initial accent does not make this distinction on surface unless it is associated with a H.

In these examples the initial accent does not link to a H tone. Instead, it is the final
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accent that gets a tone by ¢-Final H association. Since the final accent is not
distinctive, we fail to distinguish the two forms. This explains why these two nouns
are realised identically in this context.
The formulation of C-Final H association and ¢-Final H association raises the
question of whether this is not the same rule. I argue here that these are different and
| indepent rules although their respective results are similar. The impression that this
may bea single rule comes from the fact that the same edge is involved: the ‘right edge.
Following the organisation of the prosodic hierarchy, the right edge of a smaller
~domain can also be the edge of an immediately higher constituent. But this does not
necessarily mean that we can collapse these rules. Below I discuss data that provide
the crucial evidence showing that C-Final H and ¢-Final H association are different
rules. The data concern a string of words that has a different tonal output depending
on phrasing.. |
42) a. bakhoké ba taata

2chicken of tfather
As for the chickens, they are father's.

b. bakhoko ba taata -
2chicken of 1father
As for father's chickens, ...

As-far as phonology is concerned, the major difference between (42) a and b is the
presence versus the absence of H tone on bakhoko. To account for this difference, I
suggest that although bakhoko is C-Final in both constructions, it can receive a H
tone only in (42)a because it is ¢-final. I will argue later that the difference in phrasing
reflects the difference in the syntax of these two constructions. In this particular case,

bakhoko is the unmodified subject of a clause in (42)a but the head of a modified NP
in (42)b.
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(43) a.

[ [bakhoko] ] |[ba[taata]] ]

[ HICI6 [R[ H]ICIo
[ [bakhoko ] ] [ba]taata]] ]
[ HIClo [HI H]ICld

* * * &

[ [bakhoko 1 ] [[ba[tf,ata]] ]

e
[ HICl¢ [H[ HIIClH

£

L * &

[bakhoko ] [ba taata ]
: I

[ HIO [

[t:;akhokoI ] [ba taata ]
|

[ = Hl¢[ H o

[bzi.\khoko ] [ba taata ]
P | THI
[ L LHJ} [L LHL }¢

HH 1

* - - *

" bakhokd ba taita

bakhoko ba taata

b.

[ [bakhoko ] [ba[taata]] ]

[ HIC [H[ H]ICK UR

[ [bakhoko ] [ba[taatal] ]

[ | HIC [H[ H}ICl¢ Accents

{[ bakhoko ] [ba[tz};':lta]]]

[ HIC [HI H]ICo H-Attrac.
-- H-Supp.
H-Shift
— C-Fin.H

¢-FinalH
{ bakhcko ba taata ]
|
[ H 1 H-Deletion
[ bakhoko ba taata ]
bl -0

[L LL LLHLM Default L
bakhoko ba taata H-Raising
bakhoko ba tadta Output

In the derivation above, only two rules associate tone to TBUs: H-Attraction, which

applies in both (43) a and b, and ¢-Final Association, which affects only (43)a. But

note as well that C-Final H Association, which is required in the derivation of the
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target forms in (38), does not apply to the constructions in (43) because here we need

the ¢-Final H association rule in order to distinguish these two phrasal groupings.

Finally, note that if we construct similar forms with a clitic after the first noun,

it will become clear that the domain-final tone associates to the edge of the clitic group

and not the p-phrase.

(44) a. bangulu pé b4ladidi ...

2pig too 2disappear-ip

The pigs that disappeared as well ...

b. bangulu pé baladidi

~ 2pig too 2disappear-ip
The pigs as well disappeared.

These forms are derived as shown in (45).

(45) a.

[[[bangulu} pe] [ba[ladidi] ] ]

(LI 1 HIC [H[  HIICld

BN * -

[[[bangulu] pe] [baliadidi] ] ]

[l 1 HIC [H[  H]IClo

. [[Teangulu] pe}  [balladidi] ] ]

/
I ] RIC [H[  HIIClo

w & -« -

[{banguiu pe] [baladidi] ]
: !

i HIC[ H HICl¢

b.

[ [ [pangulu] pe] ] [ Ibafladidi] ] ]

([l 1HICK [[H HIClH
[[[banguiu]pe] ]  [[bafladidi] ]
(L[ THICI¢ [[H HIICle

* % . - *

[{[bangulu] pe] ] [[ba[}adidi]] ]

[ JHICIO [[H  HICIO
[[bangus pe | [ palaci] ]
I HICIG ([ H HICK
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* & . * * & % - &

[pangulu pe balladidi] R [bangulu pe] [balfldidi]
S
The point in the derivation of (45) is to determine how pe gets a H tone in both (44)a
and (44)b. If we assume that C-Final H association is responsible for placing this tone
in both (44)a and (44)b, we can account fof everything else that follows in the
derivation. Namely, let us note that the output of C-Final H association creates the
right environment for Plateauing in (45)a. By this rule, the subject agreement marker

~ ba- of the verb ba-ladidi receives a high tone by left-to-right spreading of the tone of |
pe. (45)b does not undergo Plateauing because this rule is ¢-bounded and that pe is
also ¢-Final. The output of C-Final H association does not undergo ¢-Final H
association beééuse the conditions are not met.  The rest of tone rules will apply as |
appropriate. A complete derivation is provided in Appendix B.

Let us now examine what happens assuming that pe receives tone by ¢-Final
H association. The first thing to note is thﬁt ¢-Final H association will place tone on
pe only in (45)b since this is the only structure that satisfies the conditions. In (45)a,
a different mechanism is required to get tone on pe and ba-. This mechanism cannot
be spreading because it will be difficult to find a princip_lcd way of limiting this
leftward spreading to only a few syllables. This option should be rejected because it -
is simply too costly by requiring two separate rules: q;-Final H association to derive

(45)b, and a different rule to derive (45)a.

! This subject agreement marker will get a H tone through a left-to-right tone spreading process I call
Plateauing. This process is possible in (44)a since the two clitic groups share the same p-phrase; in
(44)b, the same marker is not subject to Plateauing since it is at the edge of separate p-phrase. The p-
phrase bounded rule is introduced and illustrated later in this section (47),
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It is clear from the discussion above that C-Final H association is distinct from
¢-Final H association. ¢-Final H association is necessary in (43), and C-Final H
association is responsible for the tone of pe in (44)a and (44)b.

After the tone association rules discusséd so far have applied, tones which
are not yet linked delete by the following rule.

(46) FL_OATING-H DELETION {H-DELETION}

@---:- %]

To illustrate H-Deletion, let us refer to the output of _(36)_ above. G2 hasno Hto

~

delete. But the rule will apply to G1.1,G3.1 and G3.2.

@47 G141 G3.1 G3.2
[ ndoongope ] [ katika pe 1] [ heko pej
I I l
{ HH] [ H HH] [ H H
I l I
v v v
%] %] &

We have now covered the major tone association rules. The rcrnéining rules
that can associate tone and TBUs are ﬁll-in rules. The first of thesé is Plateauing.
According to this rule all toneless syllables flanked by Hs become H by rightward
spreading of the H to the léft of the domain. Unlike the earlier rules, Plateauing is p-
phIaSc bounded, not clitic group-bounded.

(48) PLATEAUING ({left to right, iterative)
‘ [ vgl)l V]
i |

[ H H®
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As an example of Plateauing, let us consider the G3.1 noun in (47). We observe that
prior application of H-Shift to G3.1 created the appropriate conditions for Plateauing.
That is, we have a toneless syllable flanked by two Hs. The result is that the toneless

syllable also gets a2 H tone.

(49 G3.1

[katikg pe]
[ H *l‘ll

" The second fill-in rule is the default L insertion, introduced in (12), This i'ulc stateé
that every syllable still toneless at this point of the derivation gets L by default. (50)
shows the output of this rule applied to (50).

(50) G3.1

-

[ katika pe]

1/ 1
[ LH H}

Further cases of this type will be examined below under the phonology of the p-
phrase.

Now let us examine a phonological phrase containing two.clitic groups. The
data in (51) comprise two clitic groups. The first clitic group is made ui) of the noun
stern bakhoko and the second of the associative marker ba followed by the noun stem

Iaata .
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(51) bakhoko b4 taata
2chicken of 1father
it's father's chickens

~ In (51) only one tone is linked in each clitic group. The rest of the string of H tones is
the result of Plateauing. In (52) below, I illustrate how each of the clitic groups gets

its H tone separately. Then I will show the two clitic groups concatenated (53).

(52) .a. _ b.
[ {bakhoko] ] [ba[taata] ]
[H[ Hjw ]C [H[ H]w]C UR

- - * &

[ [bakhoko] ] [ba[taata} ]

[H[ Hw]C [H[ HWIC - Accents

[ [bakhoko] | [ba[tasta] ]

H HwC [HT HJwC H-Attraction

The partial derivation in (52) indicates that each clitic group has a single tone

associated by H-Attraction. In (53), both clitic groups share the same p-phrase.

(53) L * &
[[bakhoko] [ba taata ] ]
l |
i H JC| H ICl¢ H-Deietion
[bakhok9 Ba taata ]
N cad
[ H” H 10 Plateauing

Application of H-Attraction in each of the clitic groups has created the context required
for Plateaning, which affects the last syllable of the stem ba-khoko , the associative

marker ba, and the first mora of the stem-initial syllable of taara. Then toneless
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syllables receive a default L. The derivation of these forms is completed with the
application of H-Raising (13). .This rule realises a H associated with accent as R.
(54) * * * &

[bakhoko ba taata ]
| le="11

[L H HL W Default L
bakhokéd bataata H-Raising
bakhoké bd taata Output

The effects of H-Raising can be seen on the last syllable of the stem ba-khoko. The

~ last syllable of taata does not undergo H-Raising because it is L. Tt is also noteworthy
that a R (on the last syllable of bakhoko) has resulted from Plateauing. Other cxarhplcs
of this kind will be pointed out as appropriate.

2.34.3 Rule Inventory
To conclude this section, here is a summary of the rules that have been

' suggested, in their respective order of application.

(85). A. Accent Rules
1. Initial Accent (19)
2. Final Accent (21) -
B, Tone Rules

3. H-Attraction (29)
4, H-Support (31)
5. H-Shift (35)
6. C-FinalH (37)
7. ¢-FinalH (40} -
8. H-Delstion (46)
9. Plateauing (48)
10. Defautt L ) (12)
11. H-Raising (13)
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A few remarks are in order concerning the accentual character of the present
analysis and the rules in particular. First, observe that with the exception of the default
rule, all tone rules apply to H, which suggests that Low is underspecified. In
addition, it can also be observed that Low tones are always peripheral. Specifically, a
string of tones belonging to the same tone domain never contains a L tone flanked by
H tones. This supports the claim that only the H _is specified underlyingly.

Second, it will be recalled from several studies and in particular McCawicy's
wofk (1970; 1978) that accentual languages are characterised by the spccificatibn of

~only one H tone per morpheme. Thé analysis shows thét this is the case for KiYaka.
The one H tone per morpheme is also at work in G3 because in spite of the presence of
two H in certain morphemes, the two tones are distinguishable: one is prelinked, the
other is floa.ting, The tone rules also distinguish these two tones. It will be
remembered for instance, that only the floating H can undergo H-Attraction, H-Shift,
H deletion, and raising to R.

Action at a distance, whereby tone is attracted to a later accented syllable, is
another charactcriétic of accentual languages that the present analysis has revealed for

KiYaka. Finally, we see that the rules of KiYaka follow the sequence predicted by

McCawley (1978), according to which in an accentual language, all accent rules

" precede tone rules. If accent assignment does not precede the earliest KiYaka tone

- rule, lexical pairs such as ‘needle’ and '‘palmwine’ will not be distinguishable. For the

samne reason, we will also fail to predict the landing site of the H tone in those cases

where it skips over several syllables (10).
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2.4  Sample Derivations

In this section, I show how the rules discussed in the preceding section derive
the different tone patterns given in the table in (4). I will first discuss marked
patterns, and then the unmarked ones. For each of these patterns, I will first show the

derivation of the final and then the nonfinal patterns.

2.4.1 Marked Patterns
Tt should be remembered that marked tone patterns are characterised by the
~ application of H-Attraction because a floating H always precedes the noun stem in the :

underlying representation.

2.4.1.1 Marked Final
. The illustration below features the derivation of a marked noun which
constitutes a clitic group on its own. The floating H is supplied in these examples by

the copula morpheme, which is composed of this tone only. Following are the target

forms:

(56) Gt1.1  yéko it's a separation
G1.2 ndodngo it's palmwine
G2.1 zoba it's an idiot
G2.2 ngoombé it's a cow
G3.1 katika it's ativer
G3.2 hékd it's atsetse

The tones of these forms are derived as shown in (57).

(5hHa GI1.1 Gl1.2 G2.1 ’
[yeko] [ndoongo] [zoba ]
HI[ H] HI H] H[ HH] Underlying
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* * " * * L]

[yeko] [ndoongo] [zoba]

HI[ H] HIT - H] H}[ HH] Accents
[}}eko] [nfopngo] /[z,oba] | |
Ht  H HiT H HI[ ] H-Atiraction
- [20‘1'3,&11 )
[H 1 H-Support
[yeko] [ndoolngdl
[H ] [ H ) _ H-Deletion
— Piateauing
yeko ndoongo 2o0ba
I I
HL LH L H Default L
yéko ndeéngo zoba H-Raising
yéko ndodngo z0ba Output
(37b G222 G3.1 G3.2
[ngoombe] [katika] [heko -]
I |
H][ ] HI HH] HI[ H] : Underlying
[ngoombe] [katika] heko ]
|
H] ] HI[ HH] ‘HI[ H] . Accents
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[ng/opmbe] [lgtika ] [heko ]
| |
HT 1 HT HH] . H[ H] H-Aftraction
[ngoombe | -
I .
[ H 1 H-Support
[katika] o
| :
[HH ] H-Deletion-
--- - - : Plateauing
ngoombe katika _
[ I
LH HHL Default L
ngodémbeé katika héko H-Raising
ngoombé katika héké Output

In (57) the accents are assigned as expected. Only G1.1 and G2.2 receive a final
accent because they have no prelinked H tone. H-Attraction attaches the copula H to
the stem initial syllable of all nouns. In G2, H-Support is automatic after H-Attraction.
H-Shift and Final H do not apply because the structural descriptions are not met.
Then H-Deletion takes care of the floating tones of G1.2 and G3.1.. Plateauing does
not apply since the conditions are not met for this rule. TBUs without tone at this
stage receive a low tone by default. Finally, H tones attached to accented syllables are
raised to R. |
Other morphemes that donate a H tone to a following stem and thus produce
this pattern include the associative morpheme (58)a, the conjunction of coordination '
ye (58)b, the vocative a marker a (58)c, the negative ka... (58)d, as well as noun

stems.
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(58) a. kya mayéko
7of 6separations
Of separations

b. taata - ye maama
1father and 1mother
Father and mother
c. amaima
mother
Mother!
d. ka ndééngd ké
- it's not Sneedle not
It's not 2 needie
e. ndoongo nddongo
9needle 9needie
The real needle
Some of these cases are discussed elsewhere in this thesis. Examples like (58)a can be
seen in (6), (16) and (17). (58)d is covered in the section below. .Forms of the type
(58)e are examined and derived in chapter 4. Finally, one additional donor morpheme
is a H tone inserted by rule. It is also introduced and discussed in Chapter 4. The few

non-donor proclitics are the locative prefixes ku (to, at), ha (on) and mu (in).

2.4.1.2 Marked Nonfinal
We will illustrate the derivation of marked nonfinal pattern with the "ka NP
ko" construction, which as mentioned earlier, is used to negate a noun. The target

forms are repeated here for convenience as (59).

59 Gi.1: Ka yéké ké 'it's not a separation’

G1.2: Ka ndodngd ké  ‘it'snot palmwine” -
G2.1: ka zoba ko ‘it's not an idiot

G22: Ka ngoombé ko 'it's not a cow'
G3.1: Ka katika kd 'it's not a liver'
G3.2: Ka hékd ko 'it's not a tsetse'
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In these examples, it is crucial to note the surface tone of ko. It is H in G1.1 and
G3.1, but L in G2 and G3.2. This corresponds to G1.1 and G3.1 having a H to
donate, as opposed to G2 and G3.2, which have no H to contribute to the clitic ko.

©ha G1.1 G1.2 Ga2.1
[ka[yeko ko] [ka [ndoongo] ko} [ka [zoba] koj
[H[ H ] [H] HI1  [HE 1] . UR
fka [yeko ] ko] -[ka [ndoongo] ko] [ka [zoba] ko]
[HI HP 1 [HI HIl [HL 1] Accent
[ka [)gako] ko] [ka [ndoongo] ko] {ka [z,oba] ko]
G I T B S H-Attrac.
- [ka [zoba ko]
[H 1] H-Support
[ka[yeko]ko] [ka [ndoongo] ko]
/e Vd ,/O //
[H[ H] } [HI H] ] H-Shift
-- -- - H-Deletion
[ka yeko 'ko] [ka ngo ko]
// ="/
[H® H ] [H H ] Plateauing
. kayeko ko ka ngo ko ka zoba ko
A T |1/
LH H L LH H LH H Default L
ka yéké ké ka ndodngé ké kazobako H-Raising
kayéks k6  ka ndodngd ké ka zoba ko Output
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(60)b Ga2.2 G3.1 Ga.2 f\\,
[ka [ngoombe] ko] [ka[katika]ko] [ka [heko}ko] |
I |
[H[ 11 [H[ HH] ] H[ H ] UR
[ka [ngoombe] ko [ka[katika] ko] [ka [heko Jko]
| .
(H[ I [Hl HH] ] H[ H] Accent
[ka [ngogmbe] ko] [ka[katika]ko] [ka [heko Jkol H-Attraction
- ]_(,l s
[H[ 1] [HI HH] 1 H[ Hl]
fka [ngoombe ko] -
- )
[H 11 H-Support
[ka katika] ko] - H-Shift
|
[H[ HH] ]
H-Deletion
[ka katikako ] ---
1/ | Plateauing
[ HH H]
ka ngoomBe ko kakatika ko kahekoko
| 117 A A
L LH L LHH H L HH L Default L
ka ngodémbé ko ka kétika ko ka héké ko H-Raising
ka ngoombé ko kakdtikdké  kahéké ko Output

In the above examples the floating H tone attracted by the initial accent of thp
following stem comes frqm tﬁe negation ka. This H could also be the copula; the
results would be exactly the same for the phonology. As usual, H-Support spréads A
" the donated H to the whole stem of G2 since this stem is toneless. H-Shift (35)

attaches the floating H to the C-Final vowel in both G1.1 and G3.1. H-Deletion
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and Plateauing are ‘not applicable. A default L is assigned to cvci"y syllable still
toneless. Note here that without the floating H in G3.1, ko would surface with a L
tone, which is incorrect. Finally, H-Raising converts every H that coincides with

accent to R. The derived forms match the target forms in (59).

2.4.2 Unmarked Patterns _

Recall that unmarked tone patterns are labcnc;i so because the nouns they
characterise do not bear a H tone on their stem-initial syllable. In terms of the

- underlying representations, the noun stems are not preceded by a floating H tone in the .

clitic group. Unmarked patterns are thus characterised by the non-applicati'on of H-
Artraction in the phrase-initial clitic group.

Other morphemes that receive H tone by H-Shift like ko include pe (as well) .
and the object agrement markers for nouns that belong to classes 3 -18.
(61) a. taata pé

1father aswell
_ Father aswell

b. tu-suumb-idi bya, biti.
we-buy-ip 8it 8chair
We bought it, the chairs.

In (61)b, bya indicates agreement between the verd and its object biti 'chairs’, which -
belongs to class 8. I have suggested in Kidima (1987) that object marker enclitics are
composed of the prefix of the head noun followed by -a, a short form for -aawu
(aawu is reserved for emphatic use). In the present case, biti is class 8 and its class

prefix is bi-. (See table of agreement markers on page 9).
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2.4.2.1

Unmarked Final

The unmarked tone pattern can be observed on a noun which is final in a clitic

group, as is the case when a noun stem constitutes & clitic group on its own (42). The

target forms for the derivation of the unmarked final pattern are given below.

(62) Gi1.1
G1.2
G2.1
G2.2
G3.1
G3.2

‘as for the separation, ...

‘as for the palmwine...’

‘as for the idiot...'

‘as for the cow, ...'
‘as for the liver, ...'
‘as for the tsetse, ...’

_Here, particular attention should be paid to the final syllable of the near minimal pair

yeké and hekd. That syliable is realised with R in the former but Wwith H in the latter.

This difference in surface tone correlates with the accented last syllable in yeko and

with the non-accented (because it is prelinked) last syllable in heko.

(63)a G1.1
[yeko]
[ HI]

* %

[yeko]
[ H]

* %

[yeko]

Gi.2
[ndoongo]
[ H]

[ndoongo]

[ H]

* *

[ndoongo]

[ H]

G2.1
[zoba]

56
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— - - Plateauing
yeko ndoongo " zoba
b | |
LH LL H LL Default L
yekd ndoongd --- H-Raising
yeké ndoongd .zoba Output
(63)b G2.2 G3.1 G3.2
[ngoombe] [katika] [heko ]
l E .
[ ] [ HH] [ H] Underlying.
[ngoombe] [katika] [heko ]
I I
[ 1 [ HH [ Hi Accent
— - e ¢—Final-H
[katika]
[ H-Deletion
[ H ]
- — Plateauing
ngoombe katika heko
I Il [
LL L LH L LH Default L
 H-Raising
ngoombe katika heké Cutput

As expected, H-Attraction and H-Shift do not apply in (63). H-Support, which is
always fed by H-Attraction, fails as well. ¢-Final-H attaches tht; only H tone of the -
domain to the C-Final syllable in G1.1. The floating H in G3.1 is deleted by H-
Deletion. The structural description for Plateauing is not met. And toneless syllables

receive L by default. Then H-Raising takes place.
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2.4.2.2 Unmarked Nonfinal
In this second example of unmarked tone pattern, the noun is followed by pe

'too, as well', which is underlyingly H, to make up the phrase /NP pe/. The target

- forms are given in (64).

-

(64) G1.1  yeko pé ‘he separation aswell, ...’
'‘G1.2 ndoongo pé ‘the palmwine as well, ...!
G2.1  zoba pé ‘the idiot as well, ...!
G2.2 ngoombe pé ‘the cow as well, ...
G3.1  katikd pé the liver as well, ...'
G3.2  heké pe the tsetse aswell,..] ( Note: pe isL here only)

It is important to note that pe has a low tone after the G3.2 noun heko.

(65)a G1.1 G1.2 G2.1
[lyekolpe]  [[ndoongo] pe] ([ zoba] pe]
[ HH] [t H]H]) 1 1 HI Underlying
[lyeko]pe] [[ndoongo] pe] [[ zoba] pe]
[ HH] [ HIH] i 1H - Accent.

llyekolpe] ~  [Indoongo] pg]
Il HTH] (i HfH] ' H-Shift

- [{zoba]pe]
[l ] t.'|] C-FinalH

O B L] -

fyeko Pe!] [ndoongo pei] -

[ H] | H] " H-Deletion
- - Plateauing
yek ndoongo pe zoba pe

| b 1 O O R B I

LEH LL LH LLH Default L
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L. * * L

yeko pé ndoongo pé zoba pé H-Raising

yeko pé ndoongo pé zobapé Output
{65)b G2.2 G3.1 G3.2

[l ngoombe] pe] I[katlikai pel [[hekoll pe]

[{ JH] [[ HH] H [ H] H] Underlying

[ ngoombe] pe] Ikatia] pe] [k ] pe]

[l ] H] [ HH] H) [ H H Accent

W

. [katika] pe] -

Ve H-Shift
[ HB} H]
[ ngoombe  pe] - - _
: C-FinalH
[ H]
--- [katika pe ] [heko pe]
|| |
[ H H] [ H ] H-Deletion
--- [katikg pel -
I~ |
[ H H] : Plateauing
ngoombe pe kalika pe heko pe
I 1 I N '
LL LH LH H LH L Default L
ngoombe pé katika pé heké pe H-Raising
ngoombe pé katikipé heké pe .. Output

Once again, it is crucial to observe the surface tone of pe. It is H in all cases except

after G3.2, because nouns in this group have no floating H to contribute to a following
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item in the clitic group. In this group, the floating H of pe may not link toit because
the clitic group already has a linked H. In G2, pe has a H on the surface. This is the
underlying H tone of pe, which attaches to the latter only because it is C-Final -and
that there is no other H linked in the clitic group. Pe gets a H tone donated by the
stem in G1.1 and G3.1 through H-Shift. Pe surfaces with its own H after G2.2
ngoombe through C-Final H association. H-Deletion takes care of the still unlinked
Hs. Only G3.1 qualifies for Plateauing. |

In conclusion, the present analysis aécounts for all the facts of KiYaka tone

“described in section 1. First, the tone groups are accounted for by positing differing

arrangements of accent, floating H, and linked H. Second, the different tone patterns -

can be derived in a simple and principled way without referring to grammatical
functions. This is achieved by assuming a postlexical analysis that recognises that the
relative position a noun occupies in a clitic group is crucial for its tone assignmént;

The distinction between plain high tones and raised high tones on one hand,
and that between floating and prelinked high tones on the other, is also significant in
the present analyéis. With the introduction of accent, we can now account for the fact

that within noun stems, it is only nouns with prelinked high tones which always have

a high tone on a certain syllable, no matter what the phrasal context. However, no

~ word has a raised high tone in all contexts on a certain syllable.

2.4.3 Two Further Tone Patterns

There are two additional patterns for certain stems. These follow from rules

already given. Specifically, stems that take their initial aéccnt on the second mora of
the stem initial syllablé (G1.2 and G2.2) exhibit additional patterns in cases where the

first mora of this syllable falls within the domain of Plateauing and thus surfaces with
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a H tone. The standard four patterns for some of these stems repeated from (4) are

given below.

66) T1 T2 T3 T4

G1.2  ndodngo ndoongd ndoongo... ...ndodngd ... ‘paim wine'
taata taata taata... .taata... father'

G2.2 ngoombé ngoombe ngoombe... ..ngoémbé ... ‘cow’
mbuiindd mbuundu mbuundu... ... mbutindd ... ‘heart'

Here are the additional patterns for these nouns.

~(67) Tia T2 T3 T4a

G1.2 ndéongo -- ©..ndoongd ... 'palm wine'
taata .1aatd ... father

G2.2 ngéombé ...ngeombé ... ‘cow'
ku-s&ala -- ...ku-saala... ‘to remain’

As can be observed, these subpatterns are all marked patterns T1 and T4, These

patterns are derivable in the following type of environment.

(68) . - * X
a. [ [Gyov ] [ [Cwyev.. 1]

ML 1c Wl H K

- * - *

b. [ [CYCV 1 [ [CVVCV.. ]Vi1]
g o -

Ve ”~
iH c M H ICHW

The phonological phrase in (68) contains at least two clitic groups and the CVVCy
word is in the second clitic gronp. When H-Attraction applies to both these clitic

groups, it creates the appropriate context for Plateauing, since Plateauing is bounded
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by the P-phrase, not the clitic group. As an example, let us examine t4ata and t44t4 in .

the following constructions.

(69) a. bakhoké b4 taita
cop-2chicken 2of 1father
it's father's chickens.

b. bakhoko b4 t4atda pé

cop-2chicken 2of tfather too
It's father's chickens too.

The derivation of these forms is as shown in (70) below.

~(70) a. b.

[ {bakhoko | [ba[taata]] ] [ [bakhoko ]| [ba[taata] pe] ]

[(H] HIC [H[ H]IClH [H( HIC [H] H]wHC]¢ UR

[ [bakhoko ] _ [pa[taata]] ] | [ [bakhoko ] [ba[taata] pe] ]

[H[ HIC [H[ HIICIH [H[ HIC [H[ HMw HICl Aoéents..
[ [bakhoko ] [ [ba[tagta]] ] [ [bakhoko] [bajtaata] pe] ]

P _ pad - s
[H HIC {H][ H]ICK H MJC [HI "Hlw HICl¢  H-Attrac.

- - H-Supp.

- - *

- [ [bakthJkoj [ba[laidta_] e'e 11
[ [ HHIC [ [ HH/]w HICl¢  H-Shift
—_ , - C-Fin.H

' . ¢-Final H
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*  * * & * & * &

[bakhoko  ba taata] [ bakhoko  ba taata pe]

I l ! ! I
[ H H I¢ | H H Hj$ H-Deletion
[bakhok9 ba taata] - [bakhok9 bs /tz_aatg pe]

I{”,‘.—; ! == o 1
[ H H 19 [ H H Hi¢ Plateauing
[bakhoko ba taata ] [ bakhoko  ba taata pe]

| =11 | L= |

[L H HL} [ L H H Hio Defautt L
bakhéké ba téata bakhéké ba tdata pé H-Ralsing
bakhoké ba tdata bakhoké ba taata pé Output

These additional patterns are possible because bakhoko is preceded by a
copula H in the case of (70)a, and because of pe following raata in the case of (70)b.
The copula H is attracted by the initial accent of the noun bakhoko, while the H of the
-associative morpheme ba links to the accenited mora of the initial syllable of raata. The
verb has tone to the left of the first mora of raata . Application of H-Attraction to these
two stems creates the appropriate conditions for Plateauing, which affects the first
mora of the stem initial syllable of taata and thus yields the subpaftern taata.

The second subpattern obtains because the presence of pe after the ﬁoim
allows for the floating H of raata to shift to pe. This riggers Plateauing between the
H on taata and the H shifted.to pe. The result is a H tone on the second syllable of
taata, which gives the subpattern 744t4.

In the case of ngoombe and mbuundu, there will not be any tone shift to pe

since these nouns are nondonor. However, the pattern will be realised since these
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stems are toneless and thus undergo H-Support, which will spread the H tone received
from the left to the whole stem.
In sum, the analysis reveals that most stems exhibit four tone patterns while

G1.2 and G2.2 stems have six tone patterns, four of which are marked.

2.5  Tone Donation in the Lexicon _
| The preceding sections have shown that the complex tonal behavior of KiYaka
nouns cén be derived with a fairly small set of rules. Additional sﬁpp()rt for the
- analysis can be found in the lexical application of H-Attraction. In this section I
discuss two cases of H-Attraction in the lexicon. One involves the derivation of new
lexical items through reduplication and compoundihg, and the other illustrates the

same rule as it applies to verb forms.

2.5.1 Derived Noun Stems
2.5.1.1 Reduplication’ _

It is the claim of the present study that the table of tone groups given in (4) is
representative for all KiYaka nonderived nouns. In other words all KiYaka
nonderived nouns fall within these groups. If the analysis is correct, it is only
reasonable to expect the toné group membership of new nouns to be # direct result of
the analysis. I will show in this section that the derivation of new nouns is in fact
straightfbrward and that these new nouns fall within the major tone groups of (4).

To illustrate the derivation of new lexical items, I will discuss two examples
showing that when a noun is derived through the reduplication of a G1.1 stem, the
resulting form belongs to G3.1. In the first example, I will use the noun stem nima

(back) to derive the reduplicated form lu-nimanfma (backward). The second example
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concerns the derivation of madydmadya (glutton) from madya (food). In this second
example, the prefix is copied along with the monosyllabic stem. An account will be
provided for the aberrant behaviour of the prefix.

We can tell that nima is G1.1 and lu-nimanfma G3.1 by their respecﬁve tone
patterns within the same respective contexts (71). Nima (back) patterns like the

typical G1.1 khoko (chicken) and lu-nimanima like the typical nonderived G3.1

kattka (liver).

7 T 4 T2 T3 T4

T G1.1 khéko khoké khoko... ..KhGKG... "chicken'
nima nima nima... ..NIMa... ‘back’

G3.1  Kkatika katika katiké ... . Katika... liver
lu-nimanima  lu-nimanima  lu-nimanimé4...  ...lu-nimanim4... ‘backward'

The target form then is lu-nimanfma. I will assume that KiYaka reduplication occurs '
in the prosodic constituent by copying both the segmental and the tonal tiers. Since
reduplication takes place after accents are assigned, the accents are also copied, thus

creating the appropriate conditions to trigger H-Attraction in the lexicon.

(72). Cycle 1 Morphological Prosodic
Structure Structure
[nima] [nima] Underlying
[ H [ HI
[nima} Accents

{ H

* *

[ [nima] [nima] ]

[1 HII
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* & * *

[ [nima] [Dima]] H-Attraction
(1 HL M
[nimanima]
[ H H] Accent Erasure
Cycle 2 Hu [nimanima] ] [l [nimanima] ] Underlying
: |
[ H Hi] [0 H H]]
[lu [nimanima} ] Accents
[ 1 H H]]
lunimanimal H-Delstion
|
[ H 1
[Illmiman:mla] Default L
L II_ II.H L]
lunimanima OQutput

It is crucial to note that the tonal representation of the new stem at the outset of Cycle 2
is exactly like that of a nonderived noun like katfka ‘liver'. The new stem has a linked
H and there is a floating H following the linked H. At the end of the first cycle, the
" new stem also has four accents. But these accents are not available at the outset of the
second cycle, which in fact is the underlying representation of the new lexical item:
To accouni for the loss of the accents at this level, I will refer to the theory of Prosodic
Constituency (Inkelas 1989) and suggest the following account. )

~ Itis assumed by the structure posited in (18) that the accents are not part of the
underlying morphological structure. In the same way, the underlying form for the new

noun in (73) has no accents. The accents are assigned in the prosodic constituent and
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are available only in this constituent. It follows that compounding and all other rules
involving accents apply M$in the prosodic constituent, where as I suggcétcd earlier
morphological information is apparent for the purposes of phonology.

(74) ACCENT ERASURE: end of cycle 1 (lexicon)

If lu-nimanfma were involved in a certain construction, it would receive only the
initial accent and would undergo all subsequent tone rules just like katfka and other

G3.1 nouns. Finally, let us observe that there is nothing special about the nominal

~ prefix in the above example. In the second example of reduplication I discuss below,

the prefix gets special treatment because the noun stem is monosyllabic.

Stems that are derived by reduplication like lu-nimanfma include
tseendetséende 'with horns' from tseende (horns), maambamadmba 'watery' from '
maamba (water), kikhadikhadi 'sour' from khadi (bitter), kitsonitséni 'shy' from
tsoni (shame), mookomodko 'empty-handed' from mooke (hands), and
phiiphaphiipha 'nightly' from phiipha (night).

In the second example of reduplication, the derivation of the tonal
representation of reduplication is carried out in the same manner as above. In
addition, this second example also reveals the treatment of ;nonosyllabic stems. The
noun madya 'food’ is used to illustrate. Maﬁya consists of .the nominal prefix ma- .
followed by the monosyllabic root dya (eat). Mad)fa belongs to G1.1, as can be '
witnessed by its patterning with khoko. o

(75) TI1 T2 T3 T4
Gl.1 khoko - khokd khoko... ...kh?ké.;. "chicken’
ma-dya ma-dya ma-dya... ...ma-dya ... Yood'
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- Since madya is G1.1, it must receive two accents. This raises the question of the
placement of one of the accents. To deal with this situation, I assume that KiYaka is
subject to a prosodic requirement according to which a prosodic stem (represented by

P) must contain at least two syllables.

(76) Minimal Prosodic Stem: KiYaka
[c olp
To satisfy (76), monosyllabic roots are are mapped into their respective prosodic

constituents as in (77).

~

(77)  Prefix Rebracketing

[o[olm]m+]l > [6 oOlp
Following (77), the mapping of madya into the prosodic constituent looks like (78).

(78)  Morphological Prosodic

Structure Structure
[ma[dya] ] {madya]
L e
[ [ HIm] [ Hlp

At this stage, madya is ready to host accénts. The initial accent goes on the prefix
ma- and the final accent on the only vowel of the root. The process of reduplication
copies the segmental materiai as well as the tones and the accents. The resulting
structure provides the right environment for the H of the first occurrence of madya to

be attracted by the initial accent of the second occurrence of the same noun.
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Cycle 1 Morphological
Structure
[ma[dya]]
[ [ HI
Cycle 2

[ ma[dyamadya] ]
!
[ [ H H]

Prosodic
Structure

[ madya]
| H]

* *

[madya]

[ H

* -* * *

[ [madya] [madya] ]
[l H [ Hl ]

[ [madya] [ jyadya] ]
i1 H  H

[ madyamadya]
I

[ H H]

[ ma[dyam[adya] .]
[ [ H HI
[ ma[dyam!adya] |
[ [ H HJ]

*

[ ma[dyamladya 1
[ [ H 1]
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-k

[madyamadya] Prefixation

[ H ]

[madyamadya ] Default L
I

[ LLH L)

madyamadya Output

Here again, the underlying tone of the new lexical item ma-dyamddya is éxacﬂy like
that of ma-katfka. The accents are lost in the same way as in the case of llu-nimanfma
~ That is, the new noun is now stored in the morphology and accents are not available in
this part of the lexicon. |
Another significant phenomenon takes place when the new noun is stored in
the lexicon. The stem of the derived noun contains three syllablcé (dyamddya) and
not four as was the case for lu-nimanima. This just means that the initial ma- is
correctly read as a prefix in the morphology. Contrary to madya, which receives the
initial accent on the prefix ma- in Cycle 1, the new noun in Cycle 2 has. the initial
accent on the first dya because 1) from the point of view of the morbhéiogy ma- is
always a prefix and that dya is the stem initial syllable; and 2) the requirement that
triggered the special treatment of the prefix is already met in the morphology since the
root has more than one syllable. B
The preceding discussion has shown that H-Attraction applies in the lexicon.
To determine the tone group membership of the new stems, we just need to observe
the four patterns that a newly derived stem exhibits in the differént phrasal contexts

posited earlier in (5). Thus for instance, the two lexical items derived above pattern as

shown in the table below.
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80) T T2 T3 T4

G3.1  katika katika katika ... .katika... liver'
mbiiimbilu  mbulumbilu  mbulumbild... ...mbllMbIG... insect’
madydmadya madyamadya madyamédya... ... madyamadya4... ‘glutton’

knfmanima lunimanima lnimanfima... ..lunimanima... - ‘backward’

Checking this patterning against the table in (4) represented here by the stems katfka
and mbulumbiilu,, it appears that these forms pattern exactly like katfka or
mbulumbiilu, which belong to G3.1. We must conclude that the new noun stems

belong to G3.1.

2.5.1.2 Compounding

In addition to reduplication, compounding is another way to derive new lexical

items in a very systematic way. Compounds are derived by the following rule.
@) [ X[ 1Y — [[ X[ ]Y)Z

Given that the table in (4) concerns only underived stems, I will assume in this scction_
that X, Y, and Z are underived stems. Consequently, the rule in (81) means that aﬂy
of the underived noun stems in (4) can be added on or added to any of the other
stems. Such a combination predicts thirty-six possible new noun stems from the six
tone subgroups. In the table below, I give the méxkcup of the potential noun stems
resulting from compounding in the upper ro§v of figures. The lower row of figures

refers to the number of combinations, each of which is a potential new noun stem

(82).
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(82) Possible combinations of underived noun stems

1.1+1.1 1.1+12 1.142.1 1.1+22 1.1+3.1 1.1+32
1 ) 2 : 4 5 .6 .
1.2+1.1 1.241.2 1.242.1 1.2+2.2 1.1+3.1 1.1+3.2
7 8 9 10 11 12
2.1+1.1 21+12 2.1+2.1 2.142.2 2.143.1 2.1+3.2
13 14 15 16 17 18.
22+1.1 22412 22421 22422 2.243.1 2.243.2
19 20 21 22 23 24
3.1+1.1 3.1+1.2 3.1+2.1 3.1+2.2 . 3.1+3.1 3.1+3.2
.25 26 27 28 29 30
3.2+1.1 3.2+1.2 o 32421 3.2+2.2 3.243.1 - 3.243.2
31 32 33 34 35 36

The combinations pfedictcd in the table above do not necessarily exist as actual words.
The combinations which are matched by actual nouns are given in italics in the table
above (82). Below I provide examples of words that represent these combinations.
The nouns are prg:sentcd in their T2 pattern in (83).

(83) Derived Noun stems

1 ngudikhéongo (mother- polygamy): father's other wife’

2 niophondiindi name of region

3 nzilanzénga  {road-cut):  ‘shortcut’

4. . mayimbangoénde name of viliage

5 niophophélénde name of village

] tatakhété (father-female): ‘paternal aunt'

13. nzengankand (cut-problem): ‘judgement’ -

14, nzalamaamba (hunger-water): ‘thirst’

19.  ngaangankisi(master-fetish): Yetishist'

20. ngaanganzaambi’ (master-god): ‘priest’

21. ngaangabuka (master-heal): ‘medical doctor’
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22. ngaangangoombo (master-divination): fortune telier'

Among the observations to make about this list, let us first note that there are
many gaps. (Only twelve combinations corresponé to actual noun stems). Some of
the gaps may be accidental. However, some of the combinations could also be ruled
out because they would violate the principles underlying the structures. For instance,
combinations involving G3 exclusively should be ruled out because fhey would yield
nouns with two prelinked tone, which will contradict the generalisation according to

_ which only one tone is specified per morpheme.

The absence of most combinations involving G1.2 can also find an exj:lanaﬁon
in the analysis. The structures in (18) assume that G1.2 is a restricted group for noun
stems since it is lexically marked. This can also obzserved by the rarity of nouns that fit
this group. Given this, compounds involving G1.2 should also be expected to be
even ﬁ:ore scarce.

The new lexical items listed in (83) are derived as shown below. The
derivation of items 1-6 is featured in (84)a; 13, 14, 19, and 20 in. (84)c and d; 21 and
22 in (84)e.

(84)a Target forms:

ngudikhbongo - ‘ father's other wife’
ngudi (G1.1) + khoongo (G1.7)

n'iophondifndi name of region
n'lopho (G1.1) + ndiindi (G1.2) :

nzilanzénga ‘shortcut’
nzila (G1.1) + nzenga(G2.1)
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Cycle 1

[ HI

Morphological Structure

[ngudi] [khoongo]
. H]

Proscdic Structure

Ingudi]
[ H]

[hgudi] {khoongo]
[ HI H]

* * * L3

[ngudi] [khoongo]

[ HI H]
[[ngudi][khoongo]]
[ HI H]
lingudillkhoongo]]
o HI HI
[ngudikhoéngo]

[ H H

[nllopho]] [Indiindi]]
[[ HII HI

[nlopho]  [ndiindi]
[ HI[ H

* * * &

[nlopho]  [ndiindi]
[ HI H

* *

[infopho][ndiind]]
f HIl H]]

*

- *

{Infopho]lndinil
0 HL H]

L

[nlophondii\ndf]

[ H H]

74

[[nzila]] {[nzenga]}

M HI I UR

Pref. Rebracketing
[nzila] [nzenga]
[ HII 1

* ® - *

[nzila] [nzenga]

[ HII ] Accents
[[nzita}{nzenga]]
M Hi 1  Compounding
[[nzi[aﬁn}enga]]
fl Hi 1 H-Attrac.
[[nzilayeng,a]]
[ HI )i H-Support
[nzilanzenga]

L -
[ H ] Acc. Erasure -



Morphologicat Structure

[ngudikholongo] [n[ldphondiindu"]] [nzilanzen}az]
[ H H] [[ H HII { H ] UR
Prosodic Strucure
[ngudikholongo] .[n[[ophondiindi]] [nzilanzenga]
[ H H [l HHI [ H ]
[ngudikhoongo] [nflophondiindi]) [nzilanzela?a]
[ H H] {1 H H]] [ H". ] ‘Accents
[ngudikhoongo) [n[lophondiindi]]
| I
[ . H ] [1 H Jj H-Deletion
[ngudikhoongo] [nlophondiindi] [nzilanzenga]
I .
[ ll* ] [ H ] [ H ] Prefixation
[rgudikhoongol] [nlophondiindi ] [nzilanzenga)
I . [ I Y S 1 '
[ LL HL Lj [ L L LH L] [ LLH ] Default L
- H Raising
ngudikhdéongo niophondiindi _nzilanzénga Output

(84)b Target forms: mayiimbangoénde name of village

mayiimba (G1.1) + ngoonde G2.2)

n'iophophélénde name of village
n'lopho {G1.1) + phelénde G3.1) i
tatakhéto

tata (G.1) + kheto (G3.2)

'paternal aunt'
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Cycle 1

Morphological Structure
Amalyiimba]] - [[ngoonde]]
[ H] [ )|

 Prosodic Structure

[ma[yiimba]] [[ngoondel]
[ HI 1
~ [malyiimba]] [[ngoonde]]
[ 1 HI [ 1l

* -* *

[ma[yiimba] [ngoonde]]
[ [ HI |

- ® - *

[malyiimba] [ngopnde]]
L[ HI )

* * * *

{mafyiimbal] [ngoon_ge]]

[ 1 e 1

[ma[yiimbangoonde])
7
[ H 1]

Cycle 2'

Morphological Stmdure
[malyiimbangoonde]]

[ I |I'i 1l

I HIE

[nTlopho]] [[Phe'?‘nde]l
[ HEI H H]I

[nlopho]] nphelelmden
[ HIIl H H]
[nflophol] uphelel.-nden
[ HOI H H]
[n'lopho] [phellende]]
[ HI[ HH]

L L *

[nlopho] [phelende]]
- |
H H]

inTlophophelende]]
|/
[ H H]

[nTlophophelende]]
|/
[ H H]
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[ltata]] [kheto]]
ff HOEE HI UR

[[tata]] [[khetclaj]
[ HIN HI

[[tata]] [[kheto]]

I HIIM - Hl} Accents

* ® *

[itata] [kheto]]
[
[ HI[ HI

Comp.
[ltata] [kheto]}
| Hf[ I-Il]] H-Attr.
H-Spread
[[tatakheto]]

!
If il-l H] Acc.Eras.

[[tatakheto]]
|/
{[ H ] UR




N

Prosodic Structure

*

[malyiimbangoonde]]
d
| H 1

[mayiimbangoonde]
[ H ]

[mayiimbangoonde]

N7
[ LL L tH ]

mayiimbangodndé

(84)c Target forms:

Cycle 1

Mormphological Structure

[nzenga] [nkanu}

N Il H

Prosodic Structure -

[nzenga] [nkanu]

[ 1l H]

* * * *

[nzenga] [nkanu]

[ 1l H

-

*

[n[lophophelende]] [{tatakhcle}o]]
|/ ,
[l H H] fl H I Accents
- H-Attrac.
[nlophophelende]] ---
|/
[ 1l H Deletion
[n'lophophelende] [tatakhelto]
| / / .
[ ] I H] Prefixation
[m'iephophelende] [t?takheto]
|| t I/
[ L L H L] [LL H] Deafult L
o === H Raising
n'lophophéiénde tatakhétd Output
nzengankanu ‘verdict'
nzenga (G2.1) + nkanu (G1.1)
nzalamaamba ‘thirst’
nzala(G2.1)+maamba(G1.2)
[nzala] [maamba]
[ 11 H] UR
[nzala] [maamba] }
[ 11 H]
[nzala] [maamba]
[ 11 H] Accents
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* * * *

[[nzenga] [nkanu] ]

L 10 HI

[nzengankanu]
[ H]
Cycle 2

Morphological Structure

- [nzengankanu]

[ H]

Prosodic Structure

[nzengankanu]

[ H]

* *

fnzengankanu]

[ H]

L -

[nzengankanu]

[ H]

[nzengankanu ]

[LLLI!I]

* *

nzengankani

nzengankanii

(84)d Target forms:

L - *

{[nzala] [maamba] ]

[t 10 HI

[nzalamaamba]

[ H]

Inzalamaamba]

[ H]

[nzalamaamba]

[ H]

- *

[nzalamaamba]

1 H]

- =

[nzalamaamba]
[ H]

[nzalamaamba]
SR
[ LL LL H]

nzalamaamba

nzalamaamba

ngaangankisi’
ngaanga (G2.2) + nkisi (G1.1)
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UR

Accents

H-Attraction

C-FinalH

. Default L

H-Raising
Output

‘fetishist’



-~

Cycle 1

Morphological Structure

[ngaanga] [nkisi]
[ 10 H

Prosodic Structure

[ngaanga] [nkisi]
[ 1[I H]

- % * *

[ngaanga] [nkisi]
[ 1[0 HI

* * P

[ [ngaanga] [nkisi] ]
(L - 1[ HI

[ngaangankisi]
[ H]
Cycle 2

Morphological Structure

[ngaangankisi]
[ H]

Prosodic Structure

[ngaangankisi]
[ H]

* *

[ngaangankisi]

ngaanganzaambi’
ngaanga (G2.2) + nzaambi (G1.2)

{ngaanga] [nzaambi]
[ H Hi

[ngaanga] [nzaambi]
[ 3 H]

* L] * &

[ngaanga) [nzaambi}

{ )i H]

L * * %

[ [ngaanga] [nzaambi}]
[ 11 H]]

[ngaanganzaambi]
[ H]

[ngaanganzaambi]
[ H]

[ngaanganzaambi]
[ H]

* -

{ngaanganzaambi]
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[ Hj

- L

. [ngaangankisi)
[ H]

[ngaangankisi]

il
[ LL L LH]
ngaangankisi

~ ngaangankisi’

(84)e Targertforms:

Cycle 1

Momphological Structure

{ngaanga] [bukal]
[ I 1

Prosodic Structure

[ngaanga] [buka]
o 101

L - - L]

[ngaanga] [buka] .
[ 11

- - L L]

[ [ngaanga] [buka] ]
[l It 1

[ngaanganzaambi]
[ H] -

L L

[ngaanganzaambi]

It
[ LL L LL H]

* *

ngaanganzaambi

ngaanganzaambi

ngaangabuka
ngaanga (G2.2) + buka {(G2.1)

ngaangangoombo
ngaanga (G2.2) + ngoombo (G2.2)

[ngaanga] {ngoombo]
[ 1 ]

[ngaanga)} [ngoombo]
{ 11 !

* L] * *

[ngaanga] [ngoombo]
[ 1 |

- * - &

[ {ngaanga] [ngoombo] ]
! 10 1
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H-Attraction

¢-Final H

- Default L

H-Raising
* Output

‘doctor

future teller

UR

. Accents

Compounding

H-Attraction
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[ngaangabuka] [ngaangangoombo]
[ ] [ 1 Acc. Erasure

Cycle 2

Morphological Structure

[ngaangabuka] | [nrgaangangoombo] _

[ ] A : ] UR
Prosodic Structure '

[ngaangabuka] {ngaangangoomhbo]

T ] [ ]
[ngaangabuka] [ngaangangoombo]
[ ] [ ] Accents
H-Aftrraction
) H-Deletion
[ngaangabuka] [ngaangangoombo]

[ I |

[ LL Lty [ LL L LL L] Default L
ngaangabuka ngaangangoombo | H-Raising
ngaangabuka nRgaangangoombo Output

As far as tone group membership is concerned, it is determined in the same
way. Each noun stem is put in the four different phrasal contexts described in (5).
The the patterning of each of the noun stems is compared to that of the other nouns in
the table of (4). There are understandably new stems that do not i;lt completely in any
of the tone groups in (4). This is due to the fact that compounding has created new
configurations. For instance, underived nouns generally do not contain doubly'—

prelinked Htones or middle long syllables. It seems that there are more restrictions on
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new tonal configurations than morphological ones. In fact, compounding derives

nouns of the latter type. In the table below, the first noun for each tone group is a

<anonical form from the table in (4).

(85)
T™ T2 T3 T4

G1.1  khoko khoké khoko... ..khoko... .
‘nzengankdnu  nzengankani nzengankanu ...nzéngankand...

G1.1a nzalamaamba nzalamaamba nzalamaamba... ...nz&ldmaamba...

G1.2 ndodngo ndoongd ndoongo... ..ndooNgo ...
ngaangank|5| ngaangankisi’ ngaangankrss ...ngééngénki’si'.._.

G1 .2a ngaanganzaambi ngaanganzaambi’ ngaanganzaambl ...... ngadnganzaambr...

G2.2 ngodmbe ngoombe ngoombe... ...ngodmbé ...
ngaangabikd ngaangabuka ngaangabuka ... ..Ngaangabuka...

G2.2a ngaangangodémbd ngaangangoombo ngaangangoombo... ... ngaangangéombd...

G3.1  kétika katika katika ... ..katika...

G3.1a nzwankdanda nzwankdanda nzwankdanda... ...nzwankaanda...

G3.1b n'éphondiindi  nlophondiindi n'lophondiindi... ...n'idphéndiindi...

G3.1 ¢ n'lophdphélénde nlophophélénde n'iophophélénde... ...n‘léphéphélénde...

G3.2  héké heks heké ... .hBKG...

G3.2a nzilinzéngd  nzilanzéngd nzilanzénga... ..nzildnzénga ...
tatakhétéd tatakhété tatakhéto... tatékhété

G3.2b mayiimbangééndé mayiimbangodndé mayiimbangodndé... ... mayiimbangé6ndé. ..

The table above confirms that establishing tone group membership is quite
straightforward for most of the derived lexical items. However, it “appears that T1 and
T4 are not what we should expect for items 13, 14, 19, 20, 21, and 22 of (83). InT1,
the only R occurs on the penultimate mora for items 13, 14, 19, 20; this R occurs on

the penultimate mora and spreads to the last syllable in 21 and 22. In T4, The Rs are
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on the penultimate and the last moras in all the items in question, while the preceding
moras receive a H tone by Plateaning. Given that R is the phonetic realisation of a H
tone linked to an accented mora, these items must have the accents on the penultimate
and the last syllable, respectively.

The difference between the first set (which includes 13, 14, 19, 20) and the

second set (which includes 21 and 22) lies in the tonal underlying structure of the

~ second member of the compound. While the first member of the compound is toneless

in both sets, the sccoﬁd member is toneless only in the case of items 21 and 22. Itis

" not clear to me at this ‘stagc why these nouns behave this way and I can only speculate

and suggest what follows. The rule of Accent Erasure may apply differéntly to these
forms. It may be also possible that these are transitional patterns towards a completely
accentual system. In any case, the fact remains that in the derivation of all thcsc;,'
forms, the first member of the compounding process is toneless. |
In sumrmnary, the foregoing discussion not only demonstrates the lexical nature
of H-Attraction; it also reveals an important aspect of the predictive power of th'e.
anaiysis presented in this work. In particular, the data on compounding make,the
point that the rules suggested in this analysis help derive new lexical items in a

principled way.

' 2.5.2 Verb forms

Although this chapter is mainly concerned with the tone of‘nouns, I will briefly
discuss a few verbal forms to provide further support that tone donation occurs in the
lexicon. To the extent that prefixation takes place in the lexicon, verb forms provide
additional evidence that H-Attraction applies in the lexicon. The illustrative data

involve verb stems preceded by a donor prefix. Such is the case of the third person
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prefixes of IP. The singular has no segmental material and is thus composed of only

the floating H tone. The plural prefix is ba-.

(86)

tadidi
Plook-ip
s/he looked at

ba-tadidi
they-look-ip
they looked at

The underlying representations of these verbs are as in (87) They belong to G1.1 and

thus receive two accents, just like the nouns this tone group. The ﬂoaung tone in the

stem is part of of the tense marker suffix /-ili/, here appearing as the a]lomorph [-idi].

87)

a.

[ [tadidi] ]

[H  H]]
[ba] tadidi] ]
[H  H]]

From these representations, the forms in (86) are derived in a straightforward way.

As usual the accents are assigned to the initial and final syllables of the stem. Then H-

Auraction applies, associating the floating H of the prefix to the stem initial syllable of

. the verb. The floating H of the stem deletes. A default low tone is assigned to every

toneless mora. Finally, high tones that co-occur with accent on the same mora are

raised to R.

(88)

[ [tadidi]] b.  [baltadidi] ]
[H  H]] [HI Hl ] UR
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a. [ [tadidi]] b. [baltadidi] ]

[H  H] [H  H]] Accents
a [ [tadidi]] b.  [baltadidi] ]
H H]] . H] H-Attraction
a.  [tadidi] b.  [batadidi]
| !
[H ] . [ H ] H-Deletion
a.  [tadidi] b.  [batadidi]
|| L
[ HLL] [ LHL L] Default L
tadidi batadidi H-Raising
tadidi  batadidi Output

Let us now contrast these forms with the non-third person forms whose prefix
is toneless. In this case, there is no tone donation lexically. The verb may not surface
with a tone on the stem initial syllable. Instead, the verb can receive its own H on the
last syllable of the phonological phrase.

(89) a. tu-tadidi”
we-look-ip
We looked.
b. iu-tadidi’

you/pl-look-ip
You looked.

-

The derivation of the non-third persons is subject to a phrasal rule, namely to ¢-Final

H association. This can be seen in (90).
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[ [ HI [ [ HI UR

a. [tu [tadidi] ] b. [lu [ tadidi] ]
[ [ HI [ [ H] Accents
- H-Attraction
- - H-Shift
a. [tutadidi ] b. [lutadidi ]
[ H] [ H] ¢-FinalH
a. [tutadidi ] b.  [lutadidi]

Pl |1 1] X
[LLLH] [LLLH] . Default L
tutadidfl utadidi H-Raising
tutadidi’ : lutadidi’ Output

As evidence for the phrasal nature of the rule that links the only H tone to these verbs,
note that if there were another word following the verb, the H would be shifted to that

word through H-Shift. For instance, the H of the verb could surface on pé as as in

(91).

(91) a. tutadidi pé we looked as well
b. lutadidi pé A you/pl looked as well
2.6 Sumlmry

I have shown in this chapter that the complex tonal phenomena of KiYaka -
“nouns can be accounted for by a set of accent and tone rules. The analysis
presupposes a number of assumptions. First of all, KiYaka has both tone and accent

in the lexicon. Only the H tone is specified underlyingly and most of these tones are
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floating. Due to tone donation these floating tones generally link to tone bearing units
to the right of their domains of specification. The Low tone, which actually means the
absence of tone,.is supplied by default very late in the derivation.

Moreover, I have established that this system is better described by referring to
the phonological context in which a word occurs as well as the position that the word
occupies in the phrase. Speéiﬁcall&, I have shown that with the exception of noun
compounding and a few verb forms where tone rules apply at the word level, most
rules have the clitic group and the phonological phrase as their domains.

By ignoring the phrasal aspects of the tone rules, the authors of previous
descriptions were forced to assign a grammatical role to tone. One major problem with
their approach is that they did not make any specific predictions as to how function
words, which have no semantic function, acquire tone. In the present analysis,
function words get tone by either lexical prelinking or by tone donation, Plateauing

or default. As will become clear in Chapter 3, this thesis also provides a unified

system for nouns and verbs, contrary to.the separate nominal and verbal systems

characteristic of previous descriptions.
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CHAPTER 3

3.0 Introduction

The major claim underlying the analysis of the tone of verbs is that with the
exception of a few minor differences, tone works ¢>.actly the same way in verbs as it
does invnouns. This is so because in both nouns an<} verbs tone is determined by the
same conditions. Specifically, we need to know twa things to predict tone: on the one
" hand, we need to know the phrasal as well as the phonological context, and on the
other, the tone group the stem belongs to. With 1«gard to the phrasal context, it is

crucial to know whether a stem (noun or verb) is phrase-final or not. As for the

phonological context, we can tell what tone a stem will bear depending on whether it is

preceded by a floating H or not.

Membership in a tone group plays an equally important role in determining the
tone of a stern. We saw earlier that tone group membership is a function of the
morphological shape and the tonal specification for nouns. Tone group membership is
also predictable on the same basis for verbs. In addition, tense distinctions play a role
in the assignment of tone group membership for vc: 5s. That is, some verbal forms can
be assigned to different tone groups on the sole bas’s of their tense irrespective of their
morphological shape and tonal specification.

The objective of this chapter is thus to show that nouns and verbs constitute a
unified tonal system in KiYaka. To achieve this okjective, it suffices to show that verb
forms fall into the tone groups that were set for ncuns. Once a form fits into one of

the six tone groups, it undergoes the necessary rules like all the other members of that

group.
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This chapter is divided into two sections. Section 1 covers two major topics:
the tone patterns and tone groups of both infinitives and finite verbs. In section 2, I

examine additional patterns in verb forms with a long stem-initial syllable.
3.1  Tone Patterns and Tone Groups

It was observed in Chapter 2 that each noun stem can surface with as many as
four different tone patterns (six for stems in G1.2 and G2.2). Verb stems can also

bear four tone patterns. Observe the tone on the verb stem tadidi in the following

constructions.
(1 T kima tu-tadidi
7thing we-look-P
The thing we looked at ...
T2.  tu-tadidi madya ma tadta
we-look-P 6food 6of 1father
We looked at father's food
T3. tu-tadidi madya ma taata
we-look-P 6food 6of 1father
We looked at father's food ( instead of something else)
T4. badtadidi madya ma taata

they-look-P 6fcod 6of 1father
They looked at father's food (instead of something else)

In these examples we notice that the verb stem tadidi bears the following respective
tone melodies: RLL, LLR, LLL, and RLR. |

The second major characteristics we observed concerning the tone of nouns
was their membership in different tone groups. Verbs also fall into some of the tone
groups we established for nouns. The table below indicates that—verbs fall into four

tone groups intead of six as was the case for nouns.
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(2)  Tone Patterns and Tone Groups

..twa-stiumba
... u-sutimbidi
ku-ioka

ku-lodka

T
G1.1 ...tu-t;'ldidi
G1.2 ... tu-diidi
G2.1  ku-sdld
Gz.é ku-sadla
G3.1 -
G3z -

In the table above, the verbs fall into the subgroups of two tone groups (G1 and G2)
according to the characteristics they exhibit in the different tone patterns. But there are
no verbs that fall in G3. This simply rﬁeans that there are no verbs with a prelinked H
tone. In fact we will see that verbs are basically toneless. However, verb stems will

often be observed with a floating H tone. Such a H tone is usually acquired through

affixation.

- As was the case for nouns, the subgrouping (G1.1 and G1.2, G2.1 and
G2.2) is motivated by group-internal differences. For example, G1.1 and G1.2 differ
* only in the location of the R in T1. Specifically, the R is on the first mora of the stem-
" initial syllable of the verb in Gl.i, while the R is on the second mora of the same-

syllable m G1.2. In terms of the analysis, these subgroups are determined by the

T2

fu-tadidi’

twa-suumba

tu- diich
tu-suumbidi’

ku-sala
ku-loka

ku-saala
ku-looka

location of the initial accent.

~ One major difference between nouns and verbs is their respective membership
in G1.1 and G1.2. We observed earlier that G1.2 contained only a few nouns and all

of them are of the form CVVCV. Most nouns of the same structure belong to G1.1.

T3

tu-tadidi ...

twa-suumba ...

tu-diidi ...

fu-suumbidi ... ...

ku-sala...
ku-loka ...

ku-saala...
ku-looka ...

90 -

T4

...tu-tédidi’ -
...Iwa-stiimba ...

er t-lifdy...
tu-sudmbidr’...

...ku-séia ...
... Ku-Igka ...

...ku-sa_é[aj
...ku-looka ...

Gloss

we looked
we had bought

we ate
we bought

to work
to bewitch

to remain
to dry up

&
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In addition, these two tone groups contain the few noun minimal paﬁs based on
accent.

-The situation is completely different with verbs. GI1.2 contains verb stems
longer than CVVCV. As far as the distribution of the CVVCYV verbs between G1.1
and G1.2 is concerned, we have exactly the opposite situation from what is the norm
for nouné. In fact most CVVCYV verbs belong to G1.2 while a limited number of
them fall under G1.1. In the case of verbs, the location of the accent in the stem-

initial syllable is not phonemic; rather, this location of the accent correlates with

" differences in tense. These facts will become clearer as we discuss them in detail in

the sections below.

3.1.1 Infinitives

The simple infinitive verb in KiYaka is composed of the verb root preceded by
the infinitive marker ku- and followed by the final vowel (FV) /-a/. The examples

below make this point.

(3) ki-ta /ku-ta-a/ to hit
kd-dy-a /Ku-di-a/ to eat
ku-sal-4 /ku-sal-a/ to work
ku-tal-a /ku-tal-a/ to ook
ku-saal-a /ku-saal-a/ fo stay

ku-badl-a fku-baal-a/ to be hard

Infinitives typically exhibit the four tone patterns that have been observed with

nouns, Note the tone of each of the occurrences of the infinitive kudya (to eat) in the

following examples.

91



4) a. [pazdlélé  kidya]
they-like-ip 15eat
They like to eat
b. [kudya ] [milinG kwénd]
15eat- necessary 15is
To eat is necessary (it's necessary to eat)

c. [kudya kwambiki ) [kwd mbi]
: 15eat- 150f excess cop-150f 9bad
To eat too much is bad

d. [bazolélé kildya mbiki ]
they-like-ip 15eat excess
They like to eat too much

As can be seen here, the infinitive kudya is marked final in (a), unmarked final in (b),
unmarked non-final in (c), and marked non-final in (d). |

From the point of view of the morphology, KiYaka has three types of infinitive
verb roots: 1) CV roots, as in ku-ta (to hit) and ku-di-a (1o eat); 2) CVC roots, as in
f:u-sal-a (to wqu) and ku-tal-a (to look); and 3) CVVC roots, as in ku-saal-a (to
stay) and ku-baal-a (to be hard). We will see later that this division is crucial in terms

of the tone groups each infinitive belongs to.

3.1.1.1 CV- Verb Roots ,

The CV roots can be further divided into two small groups. In the first group of CV
roots (a) the only vowel is alwa.ys a high vowel (i or u) that is generally converted into
the cbmsponding glide (respectively y and w ) before the final vowel /-a/. The verb

root in the second group (b) always gets the vowel /-a/.' -

G a ki-dy-a . ku-dy-a fku-di-a/ to eat -
: : ki-fw-a ku-fw-a /ku-fu-a/ to die

b. kl-ta Ku-ta fku-ta-a/ {o hit
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Since the infinitives represented by (b) always surface with an -a, the question can be

raised whether the root is composed exclusively of the consonant or if it contains an

unspecified vowel. The representation of kuta in (4) indicates that I bave adopted a

third position: the stem vowel is a. After suffixation of the FV a, one of the /af's is
deleted because the sequence \AA (i.e. taa) at the end of a word is not well-formed.

Support for this position will be provided later.

All CV infinitives can bear the four tone patterns, as can be seen in the table -

below. The paradigm shows that CV roots behave like G1.1 stems.

(6) Infinitive patterns with CV Root: G1.1

Marked Unmarked
Fina! Finai

Gt.1  kita ku-ta
ki-dy-a ku-dy-a
ka-fw-a ku-fw-a
ki-hy-a ku-hy-a
ki-hw-a ku-hw-&

Unmarked
Nonfinal

ku-t-a...
ku-dy-a...
ku-fw-a...
ku-hy-a...
ku-hw-a...

Marked
Nonfinal

..kut-a...

..ku-dy-a...
kidw-a...
..ki-hy-a...
..ki-hw-a...

Gloss

to hit

to eat

to die

to bumn /intr
to be finished

To account for the tonal behaviour of CV roots, we must explain the occurrence of the

H tone in the unmarked final pattern.

We know from the analysis of nouns that the occurrence of a phrase-finat H

tone in the unmarked pattern indicates that the root has a lexical H, This H tone is

realised on the root final mora if the root is phrase-final and no tone is already linked in

th domain. Since I am assuming that all infinitives are toneless in KiYaka, I suggest

that the H observed in the CV infinitives comes with the FV /-a./ It is assigned to the

FV of this restricted group of items by a morphological rule that can be formulated as

follows.
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(7)  FV H Insertion | @
[[CV ]a]
g“'> I'U [ [ ]_ ]stem

_ The output of this rule will undergo suffixation and then Vowel Deletion (12) will

reduce the vowel sequence /aa / to /a./

® [[ta]a] . [2a] [ta]
[[ 1H]-> [ H]—>[ H]

CV infinitive verbs are distingnishable from most of the infinitives in another
way as well. In the marked-final pattern, these verbs place the initial raised H tone on
the infinitive marker ku-, instead of the stem-initial syliable as is the case for most of
the infinitives. The marked-final forms for both kudya and kuta are kddy-a and ki-ta,
respectively. Given these facts, I will assume that in CV roots, the infinitive marker
prefix is rebracketed as part of the root following the prosodic requirement discussed

in Chapter 2 (73) and repeated here as (9).

(9)  Minimal Prosodic Stem: KiYaka
[c olp
To satisfy (68), monosyllabic roots are are mapped into their respective prosodic

constituents as in (73).

(10)  Prefix Rebracketing

[clolm]m+l > [0 O]p
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It is important to note that this rule is in no way particular to verb roots. In fact, this is
the same rule that we need (see Chapter 2...) to reanalyse the prefix ma- in madya
(food), which derives from the root dya (eat) and the mass noun prefix ma-. In the

specific case of kuta, this infinitive form derives as follows.

(1) [u[ ta]] ([ kuta]]
[ [ Hll-> [[ HI

. Note that we have the underlying tonal representation of G1.1 here.

The CV roots that contain a high vowel undergo an additional rule. Suffixation
creates a sequence of a high vowel (i/u) followed by /-a/ that is not allowed on Surface;

and thus the high vowel will devocalisé by glide formation.

(12) Devocalisation

f Y P
j [+high ] [ [ ] —> J[+l;;g—}: ][ [ 1/ [-cons,-hi]
l[+mund] I l[+round] J'

This rule turns /kudi/ into [kudy] and /kufu/ into [kufw] before the final vowels /-a/,
fe/, and /o/. For these cases under consideration, the resulting forms are respectively

kudy-a and kufw-a.
A second rule would apply to forms such as /kuta-a/ to reduce the sequence of

identical vowels into one vowel.

(13) Vowel Elision }.IL

[-cons, - hi, - round] ---> @ / + [-cons]
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This rule will give us /kuta/ from /kutaa/. The output of these rules is the input to .

accent rules.

In summary, here is a sample derivation of CV infinitive forms. The

underlying répresentations distinguish two types of CV roots: those where the only

- vowel is [+high], like /kudi-a/, and the others, like fkuta-a/,

(14)

[ku[dila]

[ I 1]

[ku[di]a)
[ [ IH]

[ku [diﬂa]],

[ [ HI

~ [ku[dya])

[ [ HI

[kudyal]

[ H]

[kudya ]
[ H]

[ku[ta]a]
[ [ 1]

ku{ta)a]

[ [ ]H]

fku[taa]]

[[ HII

tku[ta ]]
[ [HI

kuta]

[ HI]
[kuta ]
[ H]

Undertying

H- Insertion

Suffixation

Glide Formation

&Vowel Deletion .

Prefix Rebracketing

Accents

It can be seen that these representations are characteristic of G1.1. Now the rest of

tone rules can apply as appropriate.
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3.1.1.2

CVC- Roots

CVC roots are the most common verb roots. They exhibit the four tone

patterns. The following table indicates that CVC roots behave like G2.1 stems.

(15) Infinitive patterns with CVC Roots: G2.1

G2.1

Marked
Final

ku-sal-a

ku-tik-a

ku-ték-a
ku-tak-a
ku-tik-a
Ku-tok-a

Unmarked
Final

ku-sal-a
ku-tik-a

ku-tek-a
ku-tak-a
ku-tuk-a
ku-tok-a

Unmarked

Nonfinal

ku-sal-a...
ku-tik-a...

ku-tek-a...
ku-tak-a...
ku-tuk-a...
ku-tok-a...

Marked
Nonfinal

-.ku-sél-a...
oo ku-tik-&...
ku-ték-a...
..ku-ték-a...
.ku-tdk-a...
..KU-tOK-4...

Gloss

to work'
Yo float’
'to sell
togofar
o insult'
‘to grind'

The data in (14) reveal several differences between CV and CVC infinitives. First,

CVC behave like G2.1 and not like G1.1; second, suffixation precedes prefix

rebracketing and thus renders it unnecessary. Finally, these examples also indicate that

CVC infinitives have no restrictions on the vowel of the root, as is the case for CV

Toots.

To account for the toneless nature of G2 infinitives, we must assume that the

FV /-a/ is basically toneless. It has an H allomorph for CV roots because only these

undergo the rule which inserts 2 H tone in the domain of the FV -a. Here is a summary

of how CVC infinitives are derived. The illustration features the infinitive verb ku-sal-

a (to work) and ku-saala (to stay, to remain),

(16)

tku[[salla]]
[ 011l

fku[ [éal]a]]
[ [ 11
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[ku[sala]]

i 1 Accents

This is the typical representation of G2.1, which is characterised by the lack of tone
and a short initial syllable. These representations are ready for the application of tone

rules.

3113 CVVC- Roots 7

CVVC roots are more common than CV though not as common as CVC. Any
vowel can be found in the root, as can be witnessed in the examples in (16).. CVVC
infinitive verb roots differ from CVC roots in only one feature: CVVC infinitives may
receive the stem-initial accent on the first or the second mora; CVC infinitives do not
have this éhoice. The FV /-a/ is toneless in both types of infinitives. So apart from the
difference in the placement of the initial accent, we would expect the derivation of
CVVC-V stems to be almost like that of CVCV-V stems. Placement of the raised H or

accent on the second mora of the stem-initial syllable is typical of G2.2 stems.

(17) Infinidve Patterns with CVVC Roots: G2.2 .

Marked Unmarked  Unmarked Marked ‘ Gloss

Final Final Nonfinai Nonfinal
G2.2° ku-sadl-a ku-saal-a ku-saal-a..  ..ku-sadl-d to stay
" ku-beél-d ku-beel-a ku-beel-a.. ... ku-beél-3 : to be sick
ku-bifmb-a ku-biimb-a ku-biimb-a...  ..ku-biimb-a... to try
ku-badl-4 ku-baal-a ku-baal-a..  ..ku-badld.. - to be hard
ku-bodl-a ku-bool-a ku-bool-a... ...ku-bool-a... to insutt

ku-budmb-2  ku-buumb-a  ku-buumb-a.. ..ku-bulimb-a.. tomake potery

The following illustrative derivation features the infinitive verb /ku-saal-a/ (to stay):
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(18) [ku[[saala]]

B O (I B ) Underlying
[ku [saala]]
[ [ 11 : Suffixation

In order to derive correctly the raised H, we need to modify the rule that assigns the

initial accent in such a way that accent is assigned to the second mora of CVVCYV verb

stems, in addition to the CVVCY noun stems.

(19) Initial Accent Assignment:
Assign an accent on the stem initial syllable

L 3

a. . Vo> V/igen[CV__  lexically marked noun stems (G1.2 & G2.2)
and most verb stems,
b. V> Vigam{C__ : elsewhere_

When this rule applies to the output of (18), we get theé accents on the right mora.

* &

(20) [ku[saala]]
[ 1 1 Accents

As a result, this and the other CVVCYV stems pattern like G2.2. The appropriate tone
rules can now apply to yield the correct surface tones. | ;

In summary, infinitive roots are toneless and they fall in three tone groups:
CVC-V stems fall into G1.1 because of the floating H tone assigned to the FV; CVC-V
and CVVC-V stems belong to G2 because they are .tone]ess: their FV is toneless. As

usval, G2.1 and G2.2 are distinguished by the placement of the accent in the stem-
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initial syllable. The former has the initial accent on the first mora while the latter gets
the initial accent on the second mora. Finally, the rule which assigns accent to the
second mora of the stem-initial syllable of lexically marked noun stems is shown to
affect more lexical items among verbs. More cases will be provided which indicate that

~ the placement of the initial accent on the second mora is the general pattern for verbs.

"~ 3.1.2 Finite Verb Forms
In spite of the claim that tonal behaviour is similar in both nouns and verbs, it rcmaiﬂs
_ true that there are differences that we should expect between nouns and verbs on one
hand, and infinitives and finite verbs on the other. One such diffe.rence is that some
verbs forms do not exhibit a complete inventory of tone patterns as we saw for nouns.
In describing this asymmetry, the illustrative data for finite verbs will include tenses
that exhibit all four patterns and tenses that have only the two unmarked patterns .
The most obvious difference between nouns and verbs is without any doubt
the morphology. The morphology of nouns is quite simple compared to that of verbs
because the latter can take several affixes. The finite verb typically has the following

morphological structure:
(21) subject marker - tense marker - object marker - Root -Extensions- Tense/Final Vowel

The subject agreement marker (SA) indicates subject-verb agreement and is expressed
by a generally obligatory prefix. Depending on the tense, the subject marker is
sometimes followed by a prefix tense marker (TM). If a class 1/2 object agreement
marker (OA) or the reflexive di- is present, it occurs immediately before the verb root
(VR). The verb root can be followed by one or more extension morphemes. The last

morpheme of the verb stem is the suffix tense marker (TM) or the Final Vowel. Object
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markers of class 3 and higher immediately follow the suffix tense marker. They are
part of the verbal unit (VU). Some of these constituents can be observed in the
following verb form. |
(22) tw-a-ba-suumb-ii-a-kya

we-Past-them-buy-appl-Past-it

we had bought it for them
The verbal unit in the example above contains the squc_ct agrecmcht marker fu- for the
first person plural, the prefix tense marker a- for remote past, the object agreement

" marker ba- for a second class benefactive, the verb root suumb-, the applicaﬁvc

morpheme -il-, the suffix tense marker -@ for remote past, and finally the object
agreement clitic kya for a class 7 object. The following table provides the different

subject and object agreement markers that can occur in the verb unit,

(23)  Noun prefixes and corresponding agreement for verbs markers in KiYaka.

Class Noun Modifier SA QA QA OA ‘
Prefix Prefix Prefix Prefix Enclitic Full pronoun
11sg © u-, @ N, i- N/ --- ---
2sg @ u-, Q@ u-, Ku- .
3sg /NY,mu-2 u-, @ ka-u-@ /NY yaandi
2aipl ba- ba- tu-  tu-
2pi  ba- ba- lu- lu-
3pl  ba- ba- ba- ba- yaawu
3 /N, mu- u- u- - SA+a SAs+aawu
4 INY, mu- mi- mi- SA+a SA+aawu
5 di-, © di- di- SA+a SA+aawu
6 ma- ma- ma- - SAsa SA+aawu
7 ki- ki- ki- SA+a SA+aawu
8 bi- bi- . bi- SA+a SA+aawu
9 IN/ i- i- -- SA+a SAsaawu
10 IN/ Zi- 2i- --- SA+a SA+aawu
11 lu- - lu- - SA+a SA+aawu
12 ka- Ka- ka- - SA+a SA+aawu
13 tu- tu- tu- --- SA+a SAsaawu
14 bu- bu- bu- SA+a SAtaawu
15 Ku- ku- ku- - SA+a SA+aawu
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16
17
18

3.1.2.1
3.1.2.1.a

ha- ha- ha-

ku- ku- ku-

mu- mu- mu-
~ Immediate Past

Affirmative Immediate Past

SA+a SA+aawu
SA+a SA+aawu
SA+a SA+aawu

Immediate past (ip) expresscs the result of an action that has taken place slightly

before the moment of speech. This tense is indicated by the suffix /-ili/, which

alternates with /-i/ in CVVC roots whose vowel is a long /a/. The tense marker f-li/

includes five other allomorphs as can be seen in the following examples.

24

Verb Stems

{u-suumb-idi” suumb-a
we-buy- ip buy-FV

"~ we bought -
tu-sonek-ené sonik-a
we-write-ip write-FV
we wrote
tu-niimb-ini’ niimb-a
we-sleep-ip sleep-FV
we slept
tu-heeng-elé heeng-a_
we-dodge-ip dodge-FV
we dodged
tu-heeng-é haang-a
we-create-ip create-FV
we created

Allomorph
[-idi]

[-ene]
[-ini]
[-ele]

[-e]

The allomorphy in these forms can be accounted as follows. The consonant /If

of the suffix is realised as [d] before /i/ and as [n] if a nasal consonant precedes it in

the stem (nasal harmony). Vowel harmony in KiYaka is complex and requires .

independent formal study, which is beyond the scope of the present work. According

to the descriptive work by Bastin (1983), where the data from KiYaka are well
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represented, vowel harmony in KiYaka is part of a larger process called trﬁncation. A

formal description of KiYaka vowel harmony can be found in Goldsmith (1985). |
Vérbs in immediate past exhibit the four tone patterns we have previously

observed in both nouns and infinitives. This can be seen for the verb stem suumbidi

'bought’ in the data below.

25 a [tu-suumb-idi]  [bakhoké ]
we-buy-ip 2chicken
We bought chickens

b. [ba-sulimb-idi]  [bakhokd ]
= they-buy-ip 2chicken
They bought chickens

c. [tu-suumb-idi  bakhdko ]

we-buy-ip 2chicken
We bought CHICKENS
d.  [ba-sulmb-idi  bakhdko ]

they-buy-ip 2chickens
They bought CHICKENS

As can be noticed in (25), the stem suumbidi is marked final in (a), unmarked final in
(b), urimarkcd non-final in (c}, and marked non-final in (d).

Immediate Past exhibits tonal alternation between third and non-third persons
when the verb is affirmative and phrase-initial. 'ﬁlitd persons always have the H tone

on the stem-initial syllable. This tonal alternation is summanscd in the following table. -

(26) Marked Unmarked Unmarked Marked - Gloss

: Final Final Nonfinal Nonfinal -

Non-third persong

G1.1 .. .tu-sad-idi tu-sad-idi’ tu-sadidi... ~fu-sad-idt... we worked
G1.2  ..tu-sulmb-idi tu-suumb-idii  tu-seumb-idi... ... tu-sudmb-idi.. we bought
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Third persons
G1.1 ba-sad-idi ...ba-sad-idf.. they worked

G1.2 ba-sulimb-idi. - ..ba-suimb-idi..  they bought

One observation should be made here: third person forms never surface with
unmarked patterns in this tense, they always exhibit the marked patterns. The different
patterns discussed above are summarised in the following table.
We can conclude from this description that the third person prefix has an
underlying floating H tone. This floating H is always donated to the verb stem, which
_is why the latter always surfaces with a H tone on the stem-initial syllable. In other
words, the inherent presence of this floating H accounts for the léck of unmarked
forms for third person forms. The tense marker /-ili/ also has a floating H that attaches
to it when the verb is phrase-final and if no H has been previously 'linkc.d. After

suffixation of the tense marker, the lexical representations of the forms discussed

above appear as shown in (27).
(27) [ba[sadidi]] ftu[sadidi]] [ba[suumbidi]]
H[  HI} ([ HI [H H] ‘Suffixation

I

These representations show the different verb forms before accent assignment. The

accent assignment rule (19) yields the following.

(28)  [ba[sadidi] [tu[sadid'i]} [ba[suumbid]] ]
- [H[  HI] Il all [H HI Accents

These forms will serve as the input to the tone rules.
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CV roots provide further evidence that accents are assigned to stems rather than
to roots. For instance, the forms for the verb kudya (to eat) are fu-diidi” for the first
person plural and ba-diidi for third person person plural. These forms get their accents

in the same way as those in (27).

(29)  [ba [diidi]] [ tu [diidi]]
[H[ H)] [ [ HI Input
[badiidi ] ] ftu [diidi] |

N [H H]] [ [ HII Accent

It is significant to note that if the accents were assigned to roots before suffixation, the
initial raised H in badiidi would fall on the first /i and we wbuld have badiidi, which
is not correct. In order to generate the correct form badiidi, the initial accent must be
assigned to the second /i/ of the stem-initial syllable, which is not available at the root

cycle. On the other hand, the result of assigning accents after suffixation are what we
would expect. Finally, let us mention that at this stage the conditions are met for tone

rules to apply to these forms exactly the way they would to nouns.
3.1.2.1.b Negative Immediate Past

In the negation of immediate past, the stem-initial and the last syllables of the verb

surface as a raised H, while the morae in betweeen (if any) get a regular H.

(30) tutad-idi’ ko we did not look at .
ba-tad-idi" ko they did not look at
{u-sulimb-idi’ ko we did not buy
ba-sulimb-idi’ ko they did not buy

The negative immediate past exhibits only one tone pattern: the marked-nonfinal.
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(31) Marked Unmarked Unmarked Marked Gloss
Final Final Nonfinal Nonfinal

- tutdd-idi ko  we did not look
: ba-tad-idi” ko  they did not look

— - tu-sulimb-idi” ko we did not buy
- ba-suiimb-idi’ ko they did not buy

There are two obsevations to make here: the aiternation between third and non-third
persons found in the immediate past is neutralised; and the negation marker ko, which
follows the verb, is low. But note however that if an OA enclitic is inserted between

the verb and the negation marker ko, this latter gets a H tone from the OA marker.

(32) tutad-idi’ kyd ko we did not look at it
ba-tad-idi" kyé ké they did not look at it
tu-sudmb-idic ky6 ké we did not buy it
ba-sutimb-idi’ kyé ké they did not buy it

The kyo in these examples is the class 7 OA marker kya whose vowel undcrgoés
vowel harmony before the higher vowel in the negation marker k0. Observe kya in

(33) for comparison.

(33) tu-tad-idikyd . welookedatit
ba-tadidi kya they looked at it
tu-suumbidi ky& we bought it
ba-sulimbidi" kya they bought it

In view of the data, I can only hypothesise that the tense marker /-ili/ and the
subject marker prefixes are toneless iﬁ the negative form. It will be remembered that
verb stems in the negative always carry the marked pattern. Now the question is where
does the H tone that is donated to the verb stem come from. )

To account for this H tone I will assume the presence of an H to the left of the
subject prefix marker. This H tone is reminescent of the H tone in the negation of NP.

We saw indeed that the ka of ka ... ko is a donor. In KiYaka the ka does not appear
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in the negation of verbs. However, this ka is always present in Kintandu! , a language
closely related to KiYaka. I thus hypothesise that although KiYaka might have lost
earlier ka preceding the negative form of verbs, the tone of this earlier hypothetical ka
has nonetheless persisted. |
The OA enclitic also has a floating H tone that it donates to ko. For illustrative
purposes, let us take the forms tu-tdd-/di kyS ké (we did not look sat it) to show tone
donation from the negative morpheme and the obje;;t enclitic; and ba-suGmb-idi” ko
(they did not buy) to illustrate tone donation from the negation marker as well as the
"inability of the tense marker /-ili/ to donate tone to ko. The dcrivatio_n starts with -the
output of the segmental rules that convert /I/ into [d] before /i/ and vowel harmony

changing the /a/ of kya into [o] before ko.

(34) [ [w[[tad]idi]]kyo]ko]
[((HD [0 1 11 H 1

[[ [tu[ tad idi] ] kyo]ko]
[[HI | 11 HE ]
[[ [tu] tad idi]] kyolko]
[(HT [ 11 HI ]

L 3 *

[[ [tu[ tad idi] ] kyo]ko]
[H[ I 11 H] ]

[ [tu] [suumblidi] ] ké]

{H[ [I P 11 1 input

[ [tu] suumbidi] ] ko]
fHL [ 11 1 Suffix. .
[ [tu suumbidi] ] ko]
fHI 11 1 Accents

-* -

[ [w] suumbidi] ] ko]
fH[ [ 11 1

H-Attraction

1 Kintandu has ka in the negation of both nouns and verbs. Thus for instance, in Kintandu the
negation of the noun madya (food) is ka madyd k6 (it is not food); the negation of the verb futadidi
(we looked) is ka tutadidi k6 (we did not look). The negation of the same verb in Kiyaka is simply
tutadidi'kd. See Daeleman (1966:348-350).
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[[ [tu] tadidi] ] kyolko] [ [tu] suumbidi] ] ko]
[HL [ 11 H ] [H[ | 11 1 H-Suppor
[[ [tu[ tad idi] ] kyo]ko]
[[H] 1 11 H] ] Shift
[ tutadidi kyo ko] -
[ H H] _ Plateauing
[tutadidi kyoko] [tu suumb idi ko]

| | | [ ]l '
[ LH H] : [ L LH L] Defautt L
tutad idi kyd k6 tu sutmb idi ko " H-Raising
fu tGd {di” Ky6 k6 | tu sudmb fdi” ko Output

As to why negative forms only exhibit the marked in immediate past, it becomes clear
that this is so because of the inherent negative H tone that precedes the verb stems in

these structures.

3.1.2.2 Remote Past
3.1.2.2.a Affirmative Remote Past

. Remote past (rp) expresses an action that took place a long time ago in the past, at.a
. moment considered not having any relation with the present. Remote past is indicated'
by the presence of a prefixed (a-) as well as the FV /-a/. Here are some examples.

(35 a twasala ' Au-a-sal-a/ -

we-rp-word-rp
- we had worked

twasaala Au-a-saal-a/

we-p-stay-rp
we had stayed
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Just like in the immediate past, verb forms in remote past exhibit the four tone

patterns. Observe the tone of the verb stem suumb- in (36).

(36) a. [ba-a-stiumb-a] [mady4]
they-m-buy-rp food
we had bought the food

b. [tw-a-suumba] [madyd]
we-rp-buy-rp  food
we had bought the food

c. {tw-a-suumba  madya]
we-rp-buy-rp  food
we had bought food

d. [ba-a-sliimba madya]

they-rp-buy-rp food
they had bought food

Here as in the affirmative immediate past, tonal alternation obtains between
third and non-third persons. Non-third persons can have all tone patterns but third

person forms always take a raised H on the stem-initial syllable and thus have no

unmarked patterns.

(37) Marked Unmarked Unmarked Marked Gloss
Final Final Nonfinal Nonfinal

Non-third_persons . _

Gt.1  ..u-asdla tu-a-sal-a tu-a-sal-a... ..tu--a-sdl-a... we had worked
Au-a-tal-a tu-a-tal-a tu-a-tal-a... ..tu--atdl-d... we had looked
.lu-a-sdal-a tu-a-saal-a tu-a-saal-a... ..tu--a-saal-a... we hadstayed

..lu-a-siumb-a tu-a-suumb-a  tu-a-suumb-a... ... tu-a-stidmb-a... we had bought

Third persons

G1.1  ba-a-sdl-a - ...ba-a-sdl-4...” we had worked
ba-a-til-a ...ba-atél-4... we had looked
ba-a-sdal-a ..lu-a-sadl-d... we hadstayed

ba-a-stumb-a --- ..ba-a-stiimb-a ... theyhad bought

There is one important observation to make here. Remote past verb forms pattern like

G1.1 nouns in that this tense places the raised high on the first mora of the stem-initial
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syllable, regardless of the shape of the stem. Remote past is one of the few verb
forms that fall into this group predominantly made up of nouns.

We have already seen that the lack of unmarked patterns in third person verbs
of affirmative immediate past indicates that the suiajcct prefix has a floating H tone that
s always realised on the verb stem-initial syliable. The third person prefix is also a

donor in remote past, as can be witnessed in (38)b.

(38) a. twatalakya we had looked at it
watalakya you/pl had looked at it

b. batald kya they had looked at it _
The suffix tense marker -a also has a floating H tone that it places on the OA enclitic
kya (it) in the examples aBove. |
Finally, in view of the pattéming of the remote past forms, we are required to
revise one of tﬁe rules: the Initial Accent Assignment. This rule can be reformulated as

follows.

(39) INITIAL ACCENT Assignment:
Assign an accent on the stem initial syllable

a. V> Vigem[CV__  :lexically marked noun stems (G1.2and G2.2)

elsewhere: verb stems (éxcept remote past).

-

- b. V> Wstem[C— : Verbs in remote past

elsewhere: nouns (except G1.2&G2.2)

If we take ku-saala (to stay) for illustration, we notice that the initial accent will go on
the first mora of the third person ba-sdala (they had stayed) but on the second mora of

the infinitive ku-sadld (to work). The difference in the placement of the initial accent
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follows from the fact that the former is remote past and the latter infinitive. The

derivation of remote past forms can be schematised as shown below.

(40) [ba[saala]] [ku[saala] ]
[HL H] HE 1 1] Input
fba[saala) ] o [ku[saala] ]
[H H] H{ [ 1] Accents
~3.1.2.2,b Negative Remote Past

Another difference between remote past and the immediate past can be noticed
in the negation. We saw earlier that the immediate past, in the negative, does not
donate a H to the negation marker ko; remote past does, as can be witnessed below.
The suffix tense marker (or maybe FV) /-a/ thus keeps its floating H in the negative as

well.

'(41) tu-a-sdalaké hu-a-saal-a/ ' we had not stayed
ba-a-sdalaké /ba-a-saal-a/ they had not stayed

This example also indicates that just as in the negation of immediate past, the
alternation between third and non-third persons is neutralised in thc. negation of femote
past. The result is that only marked patterns are possible in the negation of all persons.
More specifically, only the marked non-final pattern is available because of the
obligatory presence of ko after every verb in the negation. As was-pointed out earlier,
the verb stem in the negation is preceded by a floating H tone that is part of the
negaﬁve morpheme. The derivation of the negation of remote past is as shown in

(42). The target forms are twasdld k6 (we had not worked) and twasadld k6 (we had

not stayed).
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(42) [ [twa[[sala Jko]] [ [twaf[saal]a]ko ]]

M H 0 Mo M1 Input
[[twa[salajko ]] [[twa[saala]ko ]}

M [ H 1 _ HL{ H 1 Suffixation
A[_ [twalsalalko ]} - [[twa[saalalko J]

(H [ H 1 H [ H ] Accents

-

These are the representations to which the tone rules will apply.

3.1.2.3 FUTURE
3.1.2.3.a  Affirmative Future
Verbs in affirmative future are characterised by the presence of the FV /-a/ and
the placement of a H tone on the subject agreement prefix.
(43) a tG-nw-a | mamba

we-drink-ft water
we will drink water

b.  ti-suimb-&  milelé
we-buy--it clothes
we will buy clothes

c.  ii-basondkan-d - nkaanda
we-them-write-appl-fit  letter
we will write a letter to them

We see in these examples that the subject prefix gets a H tone regardless of the length
of the stem. In th;: data below, the tone of the OA enclitic (ma, mya, and wa,
respectively) tells us that the stems from CV roots (44) are donors while the others are
not. This reminds us of the asymmetry observed earlier between CV infinitives and

the others. The FV gets a H in the former but remains toneless in the latter.
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(44) a. tG-nwi-ma mamba
we-drink-ft-it  water
we will drink the water

b. tU-stidmba -mya milelé
we-buy--fi-them clothes
we will buy the clothes

c. t(-b4-sdndkana-wa nkaanda

we-them-write-appl-fi-it letter
weo will write the letter to them

The ciata in both (43) and (44) also reveal that verbs in affirmative future tense exhibit

- ..only marked patterns. These patterns are summarised in the following table.

(45) Marked Unmarked  Unmarked  Marked Gloss
Final Final Nonfinal Nonfinal
tidya = - LAidyd .. wewilleat
tu-siimba .td-suamba ... we will buy

ti-ba-sondkana --- ..l0-ba-sonakand ... we'll write to them

The correct derivation of the affirmative future requires an additional rule that will
place a H tone on the subject prefix in all cases. This rule can be formulated as in

(46).

(46) Prefix H Association

[CV... [CV..]
s Hlge 1 cAffimative Future

H-Attraction is triggered by the presence of a H tone that I assume is specified for all
persons in the Future. The three dots before the stem signal that other morphemes
such as object agreement markers may occur between the verb prefix and the verb

root. The affirmative future verbs are thus derived as shown in (47).
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47

[tufdya]]
[H[ H]]

[ [tudya]]
[H[  H]]

[ [tudya] ]
[H{ HI

[ [tudya) ]

s i
[ H] 1]

* *

ttudya] .
[
[H ]

[tudya ]
[|1' II-]

* *

~ tidya

tidya

[ba[suumba] ]

[ H] 1]

.[ba[suumba] |

[ HI 1]

[ba[suumba] ]

[ HI 11

[ba[sgumba]]
4
[ H[ 11

[ba[suumba] |
[ HI 1]

* -

[b?[su mba] ]

[ Hf i1

L *

[ bas,uumb 11

|
[ H 11

* *

basiimba

bastimba
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3.1.2.3.b Negative Future

In the negative, future forms do not receive a H tone on the subject prefix
except in the case of verb stems that derive from CV roots. It wﬂl be recalled that the
preﬁx in these forms is reanalysed as part of the stem by rule (10). Examples of

negative future are given below.

(48) tidya ko we will not eat
tutala ko _ we will not look
tusuumba ko ~ we will not buy

..The asymmetry between verb stems deriving from CV roots and the other is further

expressed in the tone of ko: the FV /-a/ is generally a non-donor in the future except
for the verb stem derived from a CV root.
As has been noticed throughout the tenses covered earlier, negative verbs

exhibit only the marked non-final pattern. This is also true for the negative future.

(49) Marked Unmarked Unmarked Marked Gloss

Final Final Nonfinal Nenfinal
iidya ko we will not eat
tutala ko we will not look

fusulimba ko we will not buy

The account that was suggested earlier for this pattern in other tenses is applicable to
negative future as well. That is, the negation of verbs is expressed by a floating H that -
precedes the verb and the toneless ko placed immediately after the verb. The

derivation of negative future is illustrated in (50). .

(50
[ [tuldya} ]ko] [ [tu[tala] ] ko] [ [tu[suumba]] ko]
[HIHE HI1 1 [MHIH[ 11 ] [HIHI 11 1] Input
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hd

[
[HHI

[
- [HIH]

[tudya] ]ko ]
H]] 1

* *

[tudya] Jko ]
HI1l ]

[ [ [wova) Jko)

[HTH]

[
[

HIT 1

* *

H‘[([wdya} lko ]
”
H[  H]T1 ]

* *

Gdya ko
udya ké

- %

[ [tuftala]] ko]
[H{HL 1] ]
[ [tuftala]] ko]
HIHD 11 ]

L

[ [tutala]ko]
[H[H 1 ]

tutala ko
[
LH L

tutala ko

tutala ko

Prefix. Rebr.

* *

[ [tu[suumbal ] ko]

[HIH [ 11 1] Accents
[ [tufsuwmba] ] ko]
-
[HH [ 11 1 H-Attr.
H-Shift
[ [tusu Lnba ] ko] Prefixation
["’[H/] ] 1 H-Support
Pref. H Assoc.
H-Deletion
Plateauing
fusuumba ko
| 117 ]
LLH - H Default L
fusuimba ko H-Raising
tusudmba ko Output



3.1.24 = CONDITIONAL

There are two different ways of expressing conditional actions or states in
KiYaka. The first type of conditional is tenseless and has no negative counterpart. The

second conditional can be used with most tenses and can be negated.

The first type of conditional is marked by a suffix /-e/ in CV roots and /-if in the
others. This marker bears a raised high when the verb is phrase-final, Which according
“tothe analysis of nouns and CV infinitives, suggests that the conditional marker has an
underlying fioating H tone. This H tone is donated to a following morpheme, given
the right conditions. Precisely, the H tone that is realised on kya in (51)b comes from

the verb stem.

51 a tudy-é
we-eat-Cond
if we eat

tu-tad-’
we-look-Cond
if we took

tu-suumb-i
we-buy-Cond
if we buy

b.  tudye ky4
we-eat-Cond
if we eat it

tu-tad-i kya
we-look-Cond it ‘ .
ifwelookatit '

tu-suumb-i kya

we-buy-Cond it
if we buy it
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Conditional 1 constructions do not exhibit any marked patterns because the verb in the
conditional is usually phrase-initial. That is, the verb cannot be expected to receive a
raised H on the stem-initial syllable. The only chance for a conditional verb to geta
raised H on the stem-initial syllable is for the subject marker to have a floating H tone.
But this morpheme does not seem to have a H tone. Thus, only the unmarked patterns

are possible for Conditional 1.

(52) Marked Unmarked Unmarked MarkedGiloss
Final - Final Nonfinal Nonfinal
lu-tad-i’ lu-tad-i ... ' if we look/it

-- iu-suumb-i’ lu-suumb-i ... - if we buy /it

These verb forms are derived as shown in the examples below.

(53) G1.1 G1.2
[lufftad ]i]] [ u[[suumb] i ] kya]
Loeom [ 10 IH H] Input
[lu[tad i}] [ Iy suumbi | kya]
[ [ H] [ I H] "H] Suffixation
flu[tadi]] ' : [Wf suumbi] kya]

[ [ HI [ [ H  H Accents
As usual, the appropriate tone rule will apply to the output of acent rules.
Conditional 2

The most interesting aspect of Conditional 2 is perhaps the fact that with the exception

of the presence of hd, the verb form is identical to the immediate past, remote past, and
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future. This is so for both the affirmative and the negative. Conditional 2 is thus
marked by the presence of 46 before the verb form. But it is important to note that the

subject noun/pronoun can occur between kg and the verb,

54 Hé (betd) tu-suumb-id- if we bought

Hé (betd) tu-suumb-id-i mé if we bought them

Hé (betd) tw-a-suumb-§ if we had bought

Hé (betd) tw-a-suumb-am4 * if we had bought them
Hé (betd) td-siimba if we will buy

Ho (betd) tu-sGimbama if we will buy them

Both affirmative and Ncgati\}'c are just hd + individual tenses as above.

(55) Ho6 (betd) tu-sutimb-id-i" ko if we did not buy
Hé - (betd) tu-sudmb-id-i ma if we did not buy them
H6  (betd) tw-a-siumb-a ké if we had not bought
Hé (betd) tw-a-stidmb-dméké if we had not bought them
Hé (betd) tusuumba ko if we will not buy
Hé (betd) tusulmbamé ké if we will not buy them

3.1.2.5 Imperative
3.1.2.5.a Affirmative Imperative

The basic imperative construction is composed of the verb stem, followed by an object

if the verb is transitive. It is marked by the suffix /-a/.

(56) a [u-suumb-d] [mady3) buy the food!

b. [lu-suumb-a  madya) buy food!

In general, the affirmative éxhibits only the unmarked patterns.
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(57) Marked Unmarked
Final Final
- lu-tal-a

e lu-suumb-a

Unmarked Marked Gloss
Nonfinal Nonfinal

lu-tal-akya ~ look/ atit
u-suumb-a kya -- buy /it

However, when an OA prefix is present, the affirmative imperative bears only the

marked patterns. Jn addition, the raised H falls on the first mora in CVVC- stems.

(58) Marked Unmarked
Final . Final

Iu-n-tél-a
lu-ba-suumb-a ---

Unmarked Marked Gloss
Nonfinal Nonfinal

u-ntdl-d.. look at him
..lu-ba-sumb-a ...

buy them

To account for this tonal alternation in the affirmative imperative, we can assume

that the object prefix has an underlying H tone that is donated to the verb stem

whenever such a prefix is present. However, the data below indicate otherwise.

{u-tadidi’
fu-lu-tad-id-i
tu-ba-tad-id-i’
lu-tu-tad-id-i
u-n-tad-idi’
lu-ba-tad-id-i’

(59) a.

b. twa-ald
twa-lu-tala
twa-ba-tala
wa-tu-tala
iwa-n-tala
wa-ba-tala

c. tutadi’
tu-lu-tadi’
tu-ba-tadi’
lu-tu-tadi’
lu-n-tadi”
ki-ba-tadi’

we looked at

we looked at you/pl
we looked at them
you looked at us

you looked at him/her
you looked at them

we had looked at

we had looked at you/pl
we had looked at them
you had Jooked at us

you had koked at him/her
you had looked at them

if we look at

if we jook at you/pl
if we look at them
you look at us

you look at himher
you look atthem

These examples are affirmative in immediate past (), remote past (b), and conditional

(c), respectively. Each set indicates that the presence of the OA does not affect the
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tonal behaviour of the verb. We can thus conclude that the H tone that we observed in
(54) and (55) is not underlyingly part of the OA prefix. I assume that class 1/2 OA
markers are foneless. However, they are part of the macro-stem (MS) and receive a

grammatical floating H tone in the imperative. This H is inserted by the rule in (59).

(60) Imperative H Insertion

(X 1 1 1

@-->HI[_[ 1 Iyg: Imperative; X is OA prefix.

stem

-—

3.1.2.5.b Negative Imperative _
The negative imperative is expressed by the floating H before the verb and the suffix

/-if followed by ko.

(61) a  lutadi ks do ot look
b. lu-n-tad-ir ké do not look at him
c. lu-stiimb-i" ké do not buy -
d. lu-ba-siimb-i ké do not buy them

Like in all the negative constructions described earlier, marked patterns are also typical

of negative imperative forms.

(62) Negative Imperative Patterns

Marked Unmarked Unmarked Marked Gloss
Final Final Nonfinal Nonfinal
— - CMutad- kG ... do not look

- . ...lu-n-tad- k& do not look at him
~..lu-siimb-I k¢ do not buy
- -.lu-ba-siimb-T ké do not buy them

capow

- In both the affirmative and the negative, we see that the verb contributes a H tone to

the following morpheme (kya in (43) and ko in (44)). That is, the imperative suffixes
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/-a/ and /-i/ are donor morphemcs. Note in addition that the initial accent falls on the

first mora in all these forms.

3.2  Two Further Tone Pafterns
As was the case for noun stems, there are additional patterns for some verb
stems that follow from the rules which have been suggested. Specifically, stemns that
take their initial accent on the second mora of the stem initial syllable (G1.2 and G2.2)
exhibit additional patterns in cases where the first mora of this syllable falls within the
~ domain of Plateauing and thus surfaces with a H tone. The standard four patterns for |

some of these stems repeated from (2) are given below.

63 T - T2 T3 T4

G1.2 .. tudiidi tu- diidi’ tu-diidi ... ... tu-dildr... we ate
" ... tu-suimbidi tu-suumbidi’  tu-suumbidi ... ... tu-sudmbidi ... we bought
G2.2 ku-saala ku-saala ku-saala... ku-sadla... to remain
ku-lodka ku-looka ku-looka ... ...ku-lodka ... todry up

Here are the aﬂditional patterns for these forms.

(64) Tia T2 T3 T4a

G1.2 .. tu-diidi ... tu-difdr... we ate
Su-stimbidi - - ... tu-stimbidr... we bought

G2.2 ku-sdala ' .. ku-séala ... ‘to remain’
ku-l60ka -- - ..ku-168ka ... to dry up

As can be observed, these subpatterns are all marked patterns T'1 and T4. These

patterns are derivable in the following type of environment.
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(65) * ® " *
a. [ [CVCV ] [ [CVVCV.. 11
4 /’
7/ -
[H] I M H ICl¢

* * L] *

b L IGVOV 1 [ CVYCVCV... ]Y1]

-

7 - -~
[HI I MHI H IC Hi$

The phonological phrase in (65) contains at least two clitic groups and the recipient of

the additional pattern occurs in the second clitic group. When H-Attraction applies to
“both these clitic groups, it creates the appropriate context for Plateauing, since

Piateauing is bounded by the P-phrase, not the clitic group. As an example, let us

examine ...ba-siumbidi and ...ba-suudmbidi.. in the following constructions.

(66) a.  bakhéké bé-sadimbidi

cop-2chicken they-buy-ip
t's chickens that we bought.

b. bakhdké  ba-suumbidi pé
cop-2chicken we-buy-ip too
It's chickens that we bought 1co.
The derivation of these forms is as shown in (67) below.
(67) a b.
[ [bakhoko ] [ba [ suumbidi] ] ]' [ [bakhoko] [ba[suunibidi]j pe] 1
[H[ . H]C [H] HIICl¢  [H HIC [H[ - H]JwHIC]¢ UR

* * L L L L] * [ ]

[ [bakhoko ] [ba[suumbidi]] ] [ [bakhoko] [Ba[suumbid:]] pe] 1]

HI HIC [H] HIICl¢  H HIC [H HIJwHIC}  Accent

[ {bakhoko ]  [ba[suumbidi]] ] [ [bakhoko] [ba[supmbid]] p2] ]
Pl P e ’

-~ -~ ”~ P
H] HIC [RH[ HJICld [H HIC [H] HI1wHIC)¢ H-Attr.
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H-Supp.

- +* - *

o [bakh?ko] [ba[su:l.m'lbidi] pe] |
Ll HHIG[ [ M HwHICI HShit
C-Fin.H

. . ¢-FinalH
[ bakhoko [basuumbidi ] [ bakhoke  basuumbidi pe]

! I ' f ! I
[ H H 16 [ H H Hlo H-Deletion
[ bakhoko basuumbidi ] [ bakhoko  basuumbidi pe]

I I I I I
[ H _ H 10 [ H H Hl¢ Plateauing
[ bakhoko basuumbidi ] [ bakhoko  basuumbidi pe]

| |1 || | |

[L H H LLj¢ [ L H H H]é Default L
bakhoko - basuumbidi bakhoko  basuumbidi pe Raising
bakhokd basulimbidi bakhoké basuumbidi® pé Output

These additional patterns are possible because bakhoko is preceded by a
copula H in the case of (67)a, and because of pe following ba&uumbidi In the case of
(67)b. The copula H is attracted by the initial accent of the noun bakhoko, while the H
of the associative morpheme ba links to the accented mora of the initial syllable of
basuumbidi. The verb has tone to the left of the first mora of basutimbidi. Application
of H-Attraction to these two stems creates the appropﬁatc conditions for Plateauing,
which affects the first mora of the stem initial syllable of basuimbidi and thus yields

the subpattern bastidimbidi.
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The second subpattern obtains because the presence of pe after the noun
allows for the floating H of basuumbidi. to shift to pe. This t;iggers Plateaving
between the 'H___on basuumbidi and the H shifted to pe. The result is a H tone on the
second and third syllables of basuumbidi, which gives the subpattern basuimbidi.

In the case of ku-saala and ku-soola, there will not be any tone shift to pe
since these nouns are nondonor. However, the pattern will be realised since these
stems are toneless and thus undergo H-Support, which will spread the H tonc_reccivcd
from the left to the whole stem.

In sum, the analysis reveals that most stems exhibit four tbnc patterns while

G1.2 and G2.2 stems have six.tone pattci'ns, four of which are marked.

3.3 | Summary

This chapter has basically beén an extension of Chapter 2. My goal has been
to argue for a unified system for both nouns and verbs. I have shown to this effect
that all verb forms acquire tone very much like nouns. I have indeed demonstrated that
all verb forms exhibit the same toﬁe patterns when put in the phrasal contexts set for
nouns. |

The investigation of verbs has also revealed that they fall into the lexical tone

groups posited earlier for nouns. Because verbs are underlyingly toneless, no verbs

‘can be found in G3, whose main characteristic is the presence of a prelinked H tone.

Instead; verb stems are distributed through G1 and G2 depending on morphological

configuration and tense.
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ADDENDUM
TO CHAPTERS 2 and 3
1.0 Introducﬂm

~ This addendum is a brief review of the previous descriptions of tone in
KiYaka. Without ignoring the merits of the contribution of each of the previous
studies of KiYaka tone, the aim of this review is to contrast the major points of these
descriptions and the a.r;alysis presented in this dissertation. In particular, the focus of

e

the review will be on those aspects of the previous dcscriptioné that make it impossible
to reach a phonological solution to a phonological problem.

It is appropriate to introduce this review after Chapter 3 and before Chapter 4
because all previous studies examined only the tone of nouns and verbs, which is the
topic investigated in chapters 2‘and 3; they did not consider the phrasal contexts
which affect tone in KiYaka. This review is organised as follows. Section 1 presents
a brief overview of van den Eynde's (henceforth vdE) description of tone and

highlights the major problems. Section 2 reviews Meeussen (1971), and section 3 is

an examination of Goldsmith (1987).

1.1  Vanden Eynde's description

| In this review, I will discuss vdE's treatment of tone of nouns and verbs
separately. Since van den Eynde's description distinguishes only H and L, only these
tones will be referred to in this review. In particular, I will mark only the H tones; low

tones will not be marked.
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1.1.1 The Tone of Nouns
With regard to nouns, van den Eynde determined that KiYaka has three tone

patterns and ‘three tone groups. The present study has shown that there are more tone
patterns and tone groups. In other words, vdE's description is incomplete and non-

Tepresentative,

1.1.1.1 Tone Patterns

According to vdE, every noun can exhibit three tonal cases as illustrated in (1).

(1) T1 T2 T3
Gl - ma-héembo ma-heembd ma-heembo 'shoulders’
G2  ba-ngddndu  ba-ngaandi  ba-ngaandu ‘crocodiles’
G3  ba-ng66mbd ba-ngoomba ba-ngoomba ‘cows'

In fact, each of these nouns can bear a fourth tone pattern that would show the noun

stem with high tones on every syllable.

2 Ti T2 T3 T4

Gl ma-héembo  ma-heembd  ma-heembo ma-héémb6  ‘'shoulders'

G2  ba-ngddndu ba-ngaandd ba-ngaandu ba-ngddndi ‘crocodiles’
— G3  bangéémbd ba-ngoomba ba-ngoomba ba-ng6émbd ‘cows'

The omission of T4 from this description obscures the role that the position of a noun
in phrase plays in determining its tone. Consequently, a systematic account of these
| pattci'ns makes room for the suggestion that the tone patterns are function of the
syntactico-semantic role the noun plays in the construction (see section 1.1.1.3

below).
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1.1.1.2 Tone Groups

In van den Eynde's description, KiYaka noun stems fall into three tone groups:
G1, G2, and G3 instead of six in my analysis. In the table below, vdE's tone groups
are represented by G1.1, G1.2, and G2.2.

3 Ti T2 T3 T4

G1.1 ma-héembo ma-heembé ma-heembo ma-héémbé ‘shoulders’
~.G1.2 bangdindu ba-ngaandd ba-ngaandu ba-ngddndd ‘crocodiles'

G2.1 ma-fiitd ma-futa ma-futa  mafiitd 'oil’

G2.2 ba-ngé6mbd ba-ngoomba ba-ngoomba ba-ng6émbd 'cows’

G3.1 ma-kdtika ma-katika ma-katika ma-katikd livers'

G3.2 . ma-héké ma-hekd ma-hekd ma-héké 'tsetse’

It is clear from the analsysis presented in Chapters 2 and 3 that the presence of G3 is
important for arriving at a general picture of KiYaka tone system. The existence of G3
is the best evidence that this is not a totally accentual language, since it is this group

that contains unaccented prelinked h tones.

1.1.1.3 Tonal Variation

Accordihg to vdE, one needs to know two things to predict the surface tone of
a noun: the tone group (TG) to which the noun belongs and ﬂ}c "tonal case" (T),
which ioughly corresponds to a syntactico-semantic function. Let us examine the tone

pattérns on the noun yi-sengele 'ax’ in the forms given below.
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(4)  tumweené yi-sengelé Case 2 undetermined LLH
we saw  7-ax
(then), we saw an/the ax

tumweene yi-séngele Case 1 determinant HLL

we see-ip 7-ax

we saw an ax

tumweené yi-sengele kya tadta Case 3 determined LLL
we see-ip 7-ax 7-of 1father

we saw father's ax

vdE posits three tonal cases for each noun. Each of them reflects the grammatical

function of a noun, Thus for instance, Case 1 (my T1) is labelled "cas déterminant”

or determinant case because it gives a predicative function to a noun that bears it. All

nouns with T1 in the table above have the reading 'It's a N, |

Tonal Case 2 (my T2) is labelled "cas indéterminé” or undetermined because
the individual . nouns which bear it have a topic function and need not be modified.
All nouns with T2 in the table above have a topical reading 'As for N, ..." . This tonal
case is gencrally associated with subject and object nouns. Tonal Case 3 (my T3),
which characterises any noun followed by a modifier, is called "cas déterminé" or
determined case because such a noun needs to be modified to make its interpretation
easier. So for example, the noun ‘ax'is followed by 'of father'. |

This account of tonal variation is not adequate because as was mentioncd
earlier, what I call T4 is missing from this description. In fact, we could have a
construction like the following.
(5)  tumweene yi-séngélé ky4 tddta

we-see-ip 7ax Tof 1father g

we saw father's ax ( instead of someone else's).
In this construction, thé noun yi-sengele bears the tonal melody HHH. It is not clear

what the semantic role of T4 would be in vdE's system. In any case, its absence from
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the description hinders any efforts to get the whole picture. In my view, T4 is simply

the result of applying the rules, since the analysis is purely phonological.

1.1.2 TheTone of Verbs
vdE posits that the tone of a verb form is determined by its Tonal Type and its

Mode. Although “Tonal Type" is not defined, we can assume that it refers to a certain

. tonal behaviour. "Mode" is defined approximately as ‘mood’ in French, but vdE

assigns the difficulty in conveying the concept to the special nature of the system,

1.1.2.1 Tonal Type

According to vdE, verb forms fall into two tonal types: TI and TIL. Although
"Tonal Type" is not defined, it is safe to assume that a tonal type groups forms with
similar tonal behaviour. Thus for instance, TI includes forms of two tenses:
immediate past and remote past. In fact, it is true from the discussion in Chapter 3 that
immediate past and remote past are tonally similar. 'fhcy are distinguished solely by
the morphology.

All the other verb tenses are claimed to belong to TII (p.1_8). However, this
claim does not hold. To illustrate, let us note that the forms in (6) through (8) share
the same morphology; they are distinguished by their tone.

6) a tu-tal-4
we-look-imp -
Let us look
b. tu-tal-a kyd

we-look-imp-7it
Let us look at it
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)] a. ti-tdld
we-look-fut
We will look
b. - ti-tdlikya
we-look-fut
We will look at it

8) a. tu-tal-{

we-look-cond

If we look

b. tu-tal-i'kyé

we-look-imp-7it

Let us look at it
The imperative (6), the future (7) and the conditional (8) are amoﬁg the tenses that vdE
claims have the same tonal behaviour. We see here thgt (6) and (8) behave identically
tone-wise in smilar phrasal environments. However, the future does ﬁot behave like -
(6) and (8). This just shows that the notion of Tonal Typé does not provide a useful
grouping. In fact, contrary to "Tonal Case", Tone Group", and "Mode", which are
used frequently in the description, "Tonal Type” is mentioned only on page 18 and no
where else in the grammar.

In my analysis, the tone patterns of these forms follow from the algorithm
given in (5) of Chapter 2. Specifically, we have four unmarked forms:_ (6)aandb, as
well as (8) a and b. The unmarked patterns are subgrouped into uhmarked final: (6a)
and (8a) on the one hand, and unmarked non-final: (6b) and (8b), on the other. The
data in (7) is composed of marked patterns only: marked final (7a) and marked non-

final (7b).
1.1.2.2 Modes

The three modes that vdE posits can be defined as follows. The absolutive mode

(mode absolutif) can be translated by the French indicative mood. The determinative
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mode (mode déterminatif) corresponds to a French relative construction. Finally, the

selective mode (mode sélectif) put the focus of contrast on the complement.

This model is inadequate in two main ways. In some cases it fails to account

for a fourth pattern; in other cases, it fails to explain the existence of only two patterns.

To illustrate, I use the immediate past verb form fu-tadidi 'we looked' in the examples

below.

&)

tu-tadidf  ba-khoké Mode 1 (absolutive) LLH
we look-ip 2chicken
(then) we looked at the chickens

tu-tadidi ba-khdko Mode 2 (selective) LLL
we look-ip 2chicken

we looked at the CHICKENS

(instead of something else)

ba-khoko tu-tadidi Mode 3 (determinative) HLL
2chicken we look-ip
the chickens we looked at

A systematic examination of the data of (9) indicates that the verb stem can bear the

melody HHH as shown below.

(10)

ba-khéké  ni-tddidi pé
cop-2chicken we-look-ip as well
It's the chickens that we looked at as well

The melody HHH is absent from vdE's description and it is not clear what mode it

would be.

This system of description also fails to acount for the fact that negative forms

count fewer modes (two) than affirmative forms: there is no determinative mode in the

negation. Actually, there is only one form for both the absolutive and the selective

mode (p44). For the verb we have used to illustrate, the tonal melody in (11)

represents both the absolutive and the selective modes.
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(11) tu-tddidi ko
we-look-ip neg
we did not look
That negative verb forms bear similar tone patterns finds a simple explanation in this
dissertation. We have seen in Chapter 3 that negative verb forms exhibit only marked
patterns because the negation inserts a high tone before the subject agreement marker.
The existence of such a H tone to the left of the verb stem ensures that there is al\.;vays
a H tone that lands on the stem-initial syllable of the verb, which yields what was
termed a marked pattern in Chapter 3.
) The verb analysis in vdE's work is not connected to fhe noun analysis. Instead
of looking at the similarities between the tonal behaviour of noﬁns hnd-vcrbs, the
investigation puts the emphasis on the differences. Such an approach fails to uncover
the principles at work in this tone system.
In summary then, vdE's description of tone in KiYaka is characterised by an
incomplete number of tone patterns and tone groups and an unprincipled account of

tonal variation. Given the limitations of this description, we should expect several of

these shortcomings to be characteristic of any other study based solely on this material.

- 1.2 Meeussen's description
| As should be expected, the disadvantages of incomplete data and a tc-)o'
' simplistic view of tone by VdE are shared by Meeussen's description. But given the
data he had available, Meeussen's description of KiYaka tone is very insightful. It
posits the underlying tones for the noun, the verbs (tenses inclu&cd), the affixes, as
~ well as the different function words. For forms that exhibit T1, he posits a pre-
segmental floating H tone but the analysis does not say anythihg on how this tone is

realised on the following stem in some cases but does not in some others. In the
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present work, wé hévc Secn, that the presegmental floating H tone has many sources.
It can be underlying of inserted by rule.

Meeussen's description also deserves credit because it recognises the
possibility that an additional tone group is necessary. He points out that the word ma-
kuliinzi (crosses) does not belong to any of the tone groups set by van den Eynde. In
fact, ma-kuliinzi belongs to G3.1. ‘

13 Goldsmith's analysis

~

data from Daeleman 1983). Because of the remarkable similarities between KiYaka

and Kintandu, the author assumes that the analysis he proposed for Kintandu could be

extended to KiYaka. Altogether this study devotes only three pages to KiYaka.
Nevertheless, this paper is theoretically the most ambitious because it makes use of the
most recent theoretical advances in phonology. Unfortunately, Goldsmith's account
inherits many of the problems of van den Eynde's. In addition, this account has its
own shortcomings.

First of all, the grammatical aspect of tone from vdE is maintained. That is,

tone ass1gnment is subject to grammatical labels such as subjcct and object. For -

example, Goldsmith maintains that Tonal Casc I (what I called T2) "is used for subject

or object NPs" (1987:90). But as we saw in Chapter 3, verbs can also bear this tone
pattern. Asa secbnd example, let us consider the author's statement that "When used
"predicatively” in the affirmative ("it is an NP"), Tonal case II -my T1- is used,..."
(1987:90). Here again, it was shown in Chapter 3, that verbs can also exhibit T1.
This is the case of verbs preceded by a third person prefix in Recent Past. They

always receive a H tone on their stem initial syllable. In the same way a noun

134

Goldsmith's paper is primarily concerned with the tone of Kintandu (based on

L



()

preceded by an associative morpheme receives bears T1 without necessarily being
predicative. As can be seen, the link between grammatical labels like nouns, verbs,
predicative and non-predicative and tone makes it difficult to capture the phonological
generalisation.

Second, this lexical analysis assumes that some syllables are extrametrical.
However, we have seen in Chapter 2 that the number or type of syllables is not
relevant for tone association rules in this language. In addition, extrametricality is

problematic because accents must be assigned following prefixation; hence

N Goldsmith's version of extrametricality would violate the widely acccpted Peripherality

Condition. » ,

Goldsmith ppsits one of the three pattemsl(Tonal case I) as underlying and
tries to derive the other patterns from it through word level rules. The result is that a
different rule is required for every tone pattern. This is unavoidable beca.use t};e
underlying case itself requires a rule.

Both Goldsmith's paper and this dissertation make use of the notion of accent.
However, besides the fact that accent accounts for long distance tone shift, there are
important differences in the way each study conceives this term. Goldsmith's accent is
consistent with the idea of extrametricality and a metrical grid. This is the traditional
treatment of a relative accent/stress that does not allow accent on contiguous syllables.
This accent has no phonetic value.

My accent is completely different in many ways. It is lexical and even
phonemic to a certain extent. It will be remembered that only the accent placement
distinguishes items such as ndoongo ‘needle’ and ndodngo * palmwine', Tﬁe accent in
this dissertation is certainly phonetic because it is responsible for the difference

between a regular H and a raised H tone or R. It can affect contiguous syllables and
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no clash avoidance is observed. We have seen that accent is in complementary
distribution with the prelinked H in G3.2, which suggests that the accent could well be
an autosegment. Given the preceding, it appears that the term "accent” is used in the

present work for a lack of better terminology.
1.4 Summary

This review has argued that the previous studies of KiYaka tone are based on
incomplete data and an inadequate descriptions. This dissertation presents a more

| complete and thorough data set. It also provides a very diffc_rcnt view of the tone
system, one that is purely phonological, rather than morphosyntactic in character.

Chapter 4 presents a dimension of this tone system that could not bc reached before

because of the limitations of the earlier descriptions.
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CHAPTER 4
PROSODIC DOMAINS

‘4.0  Introduction

In chapters 2 and 3, I examined the tone of the two major lexical categories: the

" noun and the verb. The major findings of these two chapters can be summarised as

follows.
a. Only one tone is specified underlyingly: the hlgh tone, which is mostly
floating; the low tone is a default tone.

b. Nouns fall into six different lexical tone groups dependm g on their
underlying tonal specification.

c. Verbs are generally toneless. Whatever tone is part of the verbal unitis -
acqu1red through affixation.

d. Most content words (nouns and verbs) have two accents, each at one end
of the word and regardless of the number of syliables.

e. H tone association is achieved by attraction to accented syllables and
by tone shift to unaccented syllables, and by domain-final tone
association.
I also claimed in the two prv::cedjn‘tcT chapters that tone association in KiYaka is subject
to phrasal conditions. But these phrasal domains were not examined. In this chapter,
I determine the domains of application of the rules presented in chapters 2 and 3.
Most importantly, I discuss the formation of these postlexical domains.

There are currently two major trends in accounting for rules that refer to
phrasal conditions. The first trend assumes that phonological rqles have access to
syntactic informaﬁon and that this information should simply be included in the
structural description of the phonological rule. This approach, advocated by Clements
(1978), Odden (1987), and Kaisse (1985), is generally referred to as the ‘direct

approach’. The second trend is represented by linguists who think that the direct
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approach gives too much power to the phonology. They maintain that phrasal rules
refer to prosodic domains whicﬁ are constructed on the basis of the syntax but are not
isomorphic to syntactic structure. This theory, known as the Prosodic Hierachy, was
initially developed by Selkirk (1980a; 1980b; 1984; 1986) and has received support
from other linguists including Nespor & Vogel (1982, 1983, 1986), Hayes (1989,
1990), as well as many others who contributed to or were cited in Inkelas & Zec
(1990).
Even though. proponents of the Prosodic Hierarchy believe in prosodic
ﬁdomains derived through the syntax, there is no consensus in terms of how the
mapping of the syntax into phonological domains is achieved. The end-based
approach, represented by Selkirk (1986) maintains that to determine the necessary
domains, one needs only to look for the Xo and Xmax edges in a bottom-up fashion. |
The Xo determines the smallest domain or the prosodic word and the Xmax detemines
the biggest domain or the p-phrase. The only other parameter to consider is the
direction, left or right edges. The relational approach to mapping is represented by
Nespor & Vogel (1982, 1983, 1986), Hayes (1989) and McHugh (1989). This
approach exploits the syntactic relations between the constituents (i.e., c-command,
head-complement, etc.) to derive the appropriaté domains. Finally, Chen (1990)
argues that both the end-based and the relational approaches to mapping are necessary.
| To account for the facts of KiYaka phrasal phonology, I will make use of the
Prosodic Hierarchy because it is the most promising approach for _thc complex data of
KiYaka. I will share the position taken by Chen (1990) because I need to refer to

aspects of both the end-based and the relational theories to correctly derive the

prosodic domains_ of KiYaka.
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The chapter is organised as follows. In section 1 I present a brief description
of the prosodic hierarchy in general and introduce the relevant levels in KiYaka. In
section 2 I discuss the clitic gioup as one of the prosodic domains at work in KiYaka.
I provide data that motivate this phonological domain and discuss its- formation.
Section 3 is the bulk of this chapter. It covers the phonological phrase, its derivation

through the syntax and a syntactic account of free word order.
4.1  The Prosodic Hierarchy

The aim of the ‘Prosodic-Hierarchy theory is to accoﬁnt for consistent empirical
observations concerning the domains of application of postlexical rules. Among these,
domain clustering is the observation that there are sometimes more postlexical rules
than there are postiexical rule domains. This suggests that in each language there is a
limited set of domains and that each postlexical rule applies within at least one of these
domains. The theory of Prosodic Hierarchy provides such a set of domains in which
all postlexical rulps take place. In addition, each of these domains exhaustively parses
the phonological string (the utterance). |

Given that different domains or prosodic levels parse the phonologiczlll string m
~ different ways, the result of such a process is thé hierarchical organisation of the-
different levels. Each prosodic level of the hierarchy is composed of one or more
units of the immediately lower prosodic level. Conversely, each prosodic level is
exhaustively contained in the immediately higher prdsodic level. :I'his organisation is
referred to as 'strict layering' (Selkirk 1984, 1986).

The prosodic hierarchy generally comprises five levels. Here is one of the
most recent versions suggested in Nespor and Vogel (1986) as well as Hayes

(1989,1990):
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(1) . The Prosodig Hierarchy:

a. Utterance

b. Intonational phrase

¢. Phonological phrase -
d. Clitic group

e. Word

Ideally, the utterance is constructed in a bottom-up manner, building larger units from

smaller ones at each step. (2) is a schematic illustration of this process.

2) Utterance I U |
Intonational phrase | I1 I 2 |
Phonological phrase P11 P2 ! P3 |
Clitic group IC11 C2 FC3I1C4H C5 |
Word - wli w2l w31 wal w5l w6l w7l

The number of relevant prosodic levels in a language vary. That is, not all
languages need five prosodic levels. The motivation for a particular prosodic level ina
language is provided by the existence of one or more rﬁlés that have that particular
level as their domain of application. In view of this criterion, KiYaka does not seem
to have an intonational phrase. Consequently, the discussion of prosodic domains in
KiYaka concerns the clitic group, which is made up of words; and the phonological

phrase.
4.2  The Clitic Group

The clitic group in KiYaka is minimally composed of a content word (noun,
verb, pronoun). In addition, a number of function words can cliticise to the left or
right of the content word, depending on the syntax of a the individual words involved.

The following are examples of clitic groups whose content word - the host of the clitic

group- is a noun.
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(3) a. noun stem

ba-khokd
2chicken
the chickens

b. associative + noun stem
kya ba-khoko
7of 2chicken
ot the chickens

c. . noun stem + adverb
ba-khoko pé
2chicken as well
the chickens as well

d. associative + noun stem + adverb
kya ba-khoko pé
7of 2chicken as well
of the chickens as well

e. associative + locative + noun stem
‘kyakuma-hata

7of at Gvillage
of atthe villages

In these examples, the content word is accompanied by proclitics such as the class
marker (ba-, ma-), the associative morpheme (kya) and the locative (ku) to its left; the
adverb pé is an enclitic. The same pattern is also possible with verbs. This can be

seen in the data below, where the host of the clitic group is a verb.

{4) a. verb stem
tu-lad-idi’

we-disappear-ip . .
. we disappeared ) .
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b. verb stem + adverb
tu-suumb-idi  pé
we-buy-ip as well
we bought
c. verb stemn + object enclitic + adverb

tu-suumb-idi kyd pé
we-buy-ip-it aswell
we bought it as well

d. “verb stem + adverb’

tu-ba-suumb-idi pé
we-them- buy-ip as well
we bought them as well

The data of (4) indicate that proclitics and enclitics are also corﬁmon with verbs. With
the facts of (3) and (4) in mind, we can now formulate the mle responsible for the
formation of clitic groups in KiYaka.

(5)  Clitic Group Formation: KiYaka

a. Every content word (noun, verb, pronoun) belongs to a separate clitic
group.

b. Clitic words (or function words) share the clitic group hosted by the
content word on which they are grammatically dependent.

Items that are grammatically dependent include morphemes such as the object
agreement markers, associative morphemes, locatives, possessive adjectives, etc.
Since these morphemes do not have prosodic independence, théy cliticise to whatever
constituent they are syntactically linked to if the latter is prosodically independent (i.e.
is a noun, a verb, or a pronoun).

There are morphemes whose grammatical dependence is not easy to establish. -
Such is the case for the conjunction (ye ) in a conjoined structure. The associative
morpheme or connective is another. Although it is'morphologically dependent on a

preceding head noun, it is prosodically part of the domain of a following stem.
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Morphemes of this type cliticise rightward. A floating tone without lexical material
within its domain of specification will also cliticise to the right of its domain (e.g.
'copula H toﬁc, or a H tone inserted by rule). This cliticisation makes sure that
exhausting parsing is not violated. |

One consequence of the rule of clitic group formation is that a sequence of two
content. words must be considered as containing two separate clitic groups. iThis is
important because as we will see later, a H tone is inserted at the juncture of such é

sequence when both clitic groups share the same p-phrase.

4.2.1 Motivation for the Clitic Group

It was mentioned above that within the theory of Prosodic Hierarchy, a
particular prosodic domain can be motivated only by the -existence of one or more
phonological rules that apply within this domain. Accordingly, KiYaka has two
relevant domains for the application of phonological rules bcyond the word level.
These are the clitic group and the phonological phrase. But in the absence of critical
evidence justifying the level of the clitic group, most KiYaka rules can be assumed to
tﬁkc place within the phonological phrase. That is, I will first argue that the domain of
these rules could be the p-phrase. Then I will show tﬁat to the conw KiYaka has a
domain we can call the clitic group. This level is motivated by the existence of
posﬂexiéal rules that apply beyond the word level but within a unit smaller than the
phonological phrase. These rules are H-Attraction, H-Shift, and C-Final H

association.
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4.2.1.1 H-Insertion

The analysis has so far assumed that there is only one source for the donated
H-tone: the underlying representation of the donor morpheme. In the data covered and
depending on the case, this morpheme has been the noun or verb stem, the associative
morpheme or connective, the negative ka, or the copula H tone. But there is reason to
believe that there is another source for sucha H tor;c. ‘This secﬁt:;n discusses the rule
of H insertion, its motivation and consequences. |

Following the notion of tone donation, it was concluded that nouns in G1 and
G3.1 are donors because they can place a H tone on the stem-initial syllable of a
following morpheme. This is shown in the forms below, where the first mora of the

possessive receives a R.

(16) G1.1  yeko dy-aandi ‘his separation’
G1.2 ndoongo za-aandi ‘his palmwine'
G3.1  katikd dy-aandi *his liver

For the same reasons, it was also concluded that nouns in G2 and G3.2 are not donor
morphemes because they do not place a H tone on the stem-initial syllable of ‘thc
following word. The data of (14), repeated here as.(17) make this point by the failure

of the possessive to receive a R on the stem initial mora.

.(17) G21 zoba dy-aandi’ ‘his idiot'
G2.2 ngoombe za-aand’ his cattle’
G3.2 heko dy-aandi *his tsetse’

It will be remembered that these nouns are non-donor for different reasons. G2 nouns
are toneless; nouns in G3.2 have a prelinked and therefore immobile H tone. At this
point, it is significant to observe that the distinction between donor and non-donor

groups is neutralised when a demonstrative follows any of these nouns.
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(18) G111 yeko dina
G1.2 ndoongo yina
G2.1  zoba dina
G2.2 ngoombe zina
G3.1 _ katika diha
G3.2 heké dina

‘that separation’
‘that palmwine'
‘that idiot'

‘that cattle'

that liver

‘that tsetse'

If the notion of tone donation as a diagnosis for underlying tones is reliable, then it

must be the case that there is another source for the H tone that is donated to the

demonstrative after non-donor noun stems. That H tone is responsible for the tonal

neutralisation of the usual contrast between donor and non-donor groups.

-~

One may suggest that a grammatical tone is inserted between a noun and a.

demonstrative. However, examination of additional data indicates that this H tone can

be observed in a variety of syntactic environments.

(19) Hinserted between:

N relative
demonstrative
object

subject
adverb
locative

N
\
A
\
Vv

zoba tutadidi the idiot we looked

zoba dina that idiot

tutadidi’ké kiima we did not look at anything
tutadidiké bééto We did not look
tutadidikd baku we did not look fast
tutadidiké kuana we did not ok there

In these forms, both the construction-initial noun and verb forms are non-donor.

Nonetheless, the following form within the phrase always receives a H. Since the

_content word is the minimal constituent of a clitic group (3a), each of these

constructions contains two clitic groups because each of them contains two stems..

The H is inserted between two clitic groups that share the same phonological phrase.

In other words, H insertion requires the presence of at least two clitic groups.

The rule that inserts the floating H tone between the toneless donor and the -

- following word is formulated as in (20).
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(20

H-INSERTION Rule:

Insert a juncture H inside a non-phrase-initial clitic group.

@ -->H/... [

IC_[ IC..1

The rule states that as far as a ¢ boundary is not encountered, a H tone is always

inserted between two clitic groups. I will assume that H-Insertion precedes even H-

Attraction, which it feeds, and it applies at all eligible jl'mcturés at the same time. The

inserted H will cliticise rightward into the adjacent clitc group. To illustrate H-

Insertion, let us witness the neutralisation of the contrast between donor and non-

~donor groups in the forms of (18) repeated here for convenience.

(21) Gt.1  yeko dina
G1.2 ndoongo yina

G2.1 -zoba dina

G2.2 ngoombe zina

G3.1  katika diha

" G3.2 hekd dina

These forms are derived as follows.

(22)a
Gl.1
[[yeko] [dina] ]
[l HIC [ HCl
[[yeko] [dina] ]

[[ HICH[- HCl¢

[[yeko] [dina] ]
[[ HICH HCK

[Indoongo]

Gl1.2

[[ndoongo] [yina] 1]

fl HIC [ HICl¢

- - * &

[[ndoongo]  [yina] ]

[l HIC H[ HIC]$

> * * &

lyina] ]
l HIC H HICl$
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‘that separation’
‘that palmwine'
‘that idiot'

that cattle'

‘that liver'

that tsetse’

G2.1
[[zoba] [ding] ]

[ 1C[ HCl UR

LI *

[[zoba] [dina] ]

Il JCH HCH6 Accents

L L

[[zoba] [dina] ]

i ICH HC}¢  H-insen.




* & * n

&* - L N )

]
Clo

[ HHC [ HC

* %

[dina] 1

[[ HHCH[ HCK

+* &

[dina] ]

[ fyeko] [qina] 1 [Indoongo] [)p'nal

[[ HCH HCl [  HCH H

[yeko dina] [ndoonge  yina]

. f

[ H 1¢ [ H I¢
‘[yeko dina} [ndoonge  yina]

|1 [ ht 1

[LL HL¢ [ LL L HLWY

yeko dina ndoongo  yina

yeko diha ndoongo  yina

22)b

G2.2 G3.1

[Ingoombe] [zina] } [[katlika] [dina] }

[ IC [ HICW

[ [Ingoombe] [zina] ] [[katlika]

i ICH  HICl¢

[[ngoombe]  [zina] ] [[kat[ika]

[ ICH[ HICl¢

[[ H HICH[ HIClk
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* %

[[zoba]

[dina] ]

/
[ ICH HCK

H-Attr,
H-Shift
C-Final
Assoc.

[zoba dina]

!
[ H 10 H-Del.
[zoba  dina]
P [

[ LL H Ly Default L

zoba dina H-Raising

zoba dina Output -

G3.2 -

[lheko]  [dina] ]

| .

UR -

[ HIC [ HCK

. *

[[heko] [dina] ]
I
i HIC H[ HICl¢  Accents
[[heko] [dina] ]
!
[ HC H[ HICl¢ H-Inser.



. - . » * * & * * &

[ [ngoombe} [;ina] ] [[katika } [c}ina] | [[hektla] [9ina] ]
!
/ / /
[f ICH[ HICl6 [ HHCH[ HClp [[ HIC H[ HClp H-At.
| H-Shift
_— C-Final
Assoc.
[ngoombe  zina ] [katika dina] [heko dina]
! I I I |
[ H 1o [ H H 1 [ H H 1 H-Del.
[katika  dina]
I E _
[ H H R Plat.
[ngoombe - zin? ] [katika dina ] [heko dina ]
I I fl b | f I
[ LL L HL 1o [LH H L} [ LH HL]® Detfault L
ngoombe  zina katikd dina hekd dina H-Raising
ngoombe  zina katikd  dina heké diha Qutput

The derivation above accounts for the neutralisation of the usual tonal alternation that
distinguishes donor from non-donor morphemes. This neutralisation is possible
because a floating H tone is inserted before the demonstrative régardless of whether
the noun stem preceding the demonstrative is a donor morpheme or not.

H-Insertion must be ordered before H-Attraction. Ordering H-Insertion before
H-Attraction ensures that all applications of H-Attraction, either fe’d by H-Insertion or
otherwise (e.g.underlying representation), take place simultaneoussly. Ordering H-
Insertion after H-Attraction has some undesirable and unnecessary effect of requiring

an additional cycle in a structure where the phrase-initial clitic group is preceded by a
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H tone. This will trigger a first application of H-Attraction. Then a second application
of H-Attraction will be required after H-Insertion.
' As i;or the apparent ordering paradox due to the reference to the p-phrase
before application of C-bounded rules, let us just observe that this is the nafure of
domain juncture rules. In fact, it is characteristic for domain juncture rules to refer to
two categories. According to Nespor and Vogel (1986:16), these two categdries are
“the adjacent units involved in the juncture ..., and the unit within which such é.
juncfurc must occm" in order for the rule to apply ... Since the prosodic categories are
organized hierarchally, it follows that the juncture of two units of a particular type can
only occur within a larger unit that comprises the two units in questions.” In addition,
there is evidence that the rules that apply within smaller p-levels do not have to
precede those which refer to larger p-levels (Bickmore 1989).

Now that we have motivated both the rule of H-Insertion, we can account for
the difference in the tonal behaviour observed above between the N+Possessive and
the N+Demonstrative constructions. I claim that thesﬁ constructions have two

different prosodic structures as shown in (23).

23) a. Noun+Possessive b. Noun+Demonstrative

[ [ N Jw [Poss]w]C ‘ [[INIw ]C[ [Dem]w]C]¢

While the construction N+Possessive is a clitic group, the construction
N+Demonstrative contains two clitic groups, both of which share the same
phonological phrase. The structural description for H-Insertion is met in (23)b; but
not in (23)a. Consequently, a H tone will be inserted between the noun and the

demonsirative but not between the noun and the possessive.
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The variety of structures which allow H-Insertion (20) indicates that this rule is :
common in KiYaka. The same cannot be said for the structures where H-Insertion is
not possible. There are indeed very few clitic groups of the type illustrated by

Noun+Possessive. One other such construction is the reduplicated form [N N] where

the phrase conveys the idea of "the real, the genuine, or true N".

(24) G1.1 ndoongo nddongo ‘the real needle’
G1.2 ndoonge ndodngo the real palmwine’
G2.t zoba zoba ‘the real idiot'
G2.2 ngoombe ngoombe he real cow’
- G3.1  katika katika the real liver
G3.2 hekd héké ‘the real tsetse'

The tonal shape of these constructions is derived as shown in (25).

(25)a .

Gl.1 Gl1.2 G2.1

[[ndoongo] {[ndoongo] ] [[ndoongo] [ndoongo] ] [[zoba] [zoba]]

[l Hiw{ HjwIC [[ Hw( HIwIC [[ W[ MWC UR

- * » * T * * * * % *

[ [ndoongo] [ndoongo] ] [[ndoongo] |[ndoongo] ] [[zoba] [zoba]]

1

[l Hw|[ HIWIC [[ Hw| HIwWIC [[ W[ MWIC Accents

_— H-Insert.
{Indoongo] [ndpongo] ] [{ndoonge] [ndopngo] ] -

I Hiw] HIWIC (] Hw( H)w]C H-Attr.
[ndoongo [ndo\_ongo] [ndoongo ndoi;\ngo] ’

[ H I 1 H Ic H-Del.
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* * * *

L] * - *

[ndoongoe  [ndoongo] [nd<:>|c>’ngoI ndoIOFQO]I

[ {.IL |L }!IlL Il.]C [ LL L LH L)C

ndoongo ndéongo ndoongo  ndodngo

ndoongo nddongo ndoongo ndodngo

(25)b

G2.2 G3.1

[[ngoombe] [ngoombe] ] [[katika] [katika] ]

~ -

[l BLA WIC [I HHWw [ HHW]C

[[ngoombe] [ngoombe] ] [ [ katika] [katilka] ]
|

[l W WIC [[ HHw [ HHWw]C

[ngoombe ngoombe] A

| N
[ LL L LL 4

ngoombe ngoombe

-

[[katika] [katika] ]

[[ HHfw [ HHwC

[katika katika]
| /|
[ HH  H ]

* L]

[kat ikg/kat ika]

L7 |
[ HH® H ]

[Katika katika]

iy L
[LH  HHL

* *

katikd katka

katika katika

151

zoba zoha

G3.2

[{heko] [heko] 1]

Default L

H-Raising
Output

i I-ii]w[ll-li]w]C UR

* *

[ [hekc|>]
({ Hwl

* L

{heko heko]
P

[ H H

* *

[heko I}eko]
P17
[ LH H]

- -

heké héko

heké héko

[heko] ]

I[-llw JC Accents

H-Attr.

- H-Del.

Plat.

Default L

H-Raising

Output



Each of the constructions in (24) is a clitic group. H-Insertion is therefore not
possible before the second occurrence of the noun stem. As evidence, note that the
nouns from non-donor groups G2.1 and G2.2 do not bear a single H tone because
these stems are underlyingly toneless. G1 nouns donate their floating H to the second
member of the construction, which gives us the only H tone in the domain. The H
tones in G3.1 and G3.2 nouns are the combined result of prelinking (G3.1 and G3.2),
donation (G3.1) and plateéuing (G3.1 and G3.2).

4.2.1.2 = Clitic-Group bounded Rules
Apart from H-Insertion, which is p-phrase-bounded, there are clitic-group
bounded tone rules which justify the existence of the clitic group. These are H-
Atraction, H-Shift, and C-Final H association. To motivate the clitic group as a
prosodic domain necessary in the phonology of KiYaka, we need to first recognise
that the rule of H-Attraction as discussed in Chapter 2isa postléxical rule. Second we
should remember that H-Attraction is the earliest tone rule that associates tone to TBUs
in the language. Consequently, all tone rules that follow H-Attraction are postlexical.
With this in mind, let us examine the data in (26). |
(26) tutadidima bééto (madyé)

we-look-ip- 6it we (6food)
WE looked at it (the food) (= instead of someone else)

-,

Given the definition of the clitic group, the data in (26) must contain at least two clitic
groups because we have two content words (the verb futadidi  and the subject bééto).
The rule of clitic group formation also suggests that the verb and the object clitic ma

form one clitic group and that beeto constitutes a separate clitic group.
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Turning to rule application now, let us first note that the object clitic ma in (26)
is H. ma receives this H tone by tone shift from the verb. If H-Attraction applies
within the phonological phrase, the floating H of the verb will be attracted by the initial

~ accent of the subject beeto. The resulting forms are not correct.
@7 a. * futadidi ma beéto

b. . [[tutadidiima]  [beeto]]

[l [ HHC [ HC} UR
= [[tultadidijma] [beeto] ]
[l I HHC [ HICW Accents

- * * *

[ [ tuftadidilma] [beeto] ]

It I H HCH[ HICIH H-Insertion
[ tuftadidilma] [begto ] ]

([ [ HHCHT HICK H-Atraction
— Plateauing

* » * -

ftutadidima beeto]
A I
[ H H-Deletion’

- - * *

[tutadidima beeto]
I O N

[ LLLL L EHL)® Default L ,
tutadidima beéto H-Raising
*tutadidima beéto Output
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The output in (27) is exacﬂy what we would expect if we assume that H-Attraction
applies across the clitic group boundaries. However, these forms do not match those
of (26) because ma and the first mora of beeto should be H. But the rule inventory
contains no rule that will assign H tone to the left of the initial accent of beeto. Since
H-Attraction refers to the leftmost floating H, the only way ma and the first mora of
beeto can get H is to posit an additional rule of leftward spreading. While the addition
of such a rule is necessary in the present case, it does not play role anywhere else.
This is thus an ad hoc rule that would just increase the number of rules in an otherwise
more constrained system. Note to the contrary that if H-Attraction occurs within the
boundaries of the clitic gfoup, the derivation of the correct forms is guaranteed without
any additional rule. We just need to observe that the structural description is not met
for H-Attraction to apply within the first clitic group. However, the conditions are met
for H-Shift and this rule will place the H of the verb on the objcct clitic ma. This is
shown in (28). h
(28) a  tutadidim4 bééto (madya)

we-look-ip- 6it we (6food)
WE looked at it (the food} (= instead of someone else)

* * * &

[ [ [tutadidi] ma] [ [beeto] 1 1]

[l Hlw HIC [ [ HwiC ]¢  Input

{ [ [tutadidi] ma] [ [beeto] ] ]

([t Hlw HIC HI [ HWwIC }¢  H-Insertion

* * * &

[ [ {tutadidi] ma] [ [besto] 1 1]
-

(11 Hw HC H [ HMWIC }¢  H-Attraction
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* * L

[ [ [tutadidi] ma] [ be?to |

[l  HiwHC [ HHWIC ¥ H-Shift -
- C-FinalH Assoc.
[tutadidi ma becizto ]
I
[ H H ¥ H-Deletion
[tutadidi ma bgeto ]
|~
[ H H W Plateauing

[tutadidi ma eto ]
(I | |

[ LLEL H HL )¢ Default L
tutadidi ma  bééto H-Raising
tutadidi m4 bééto Output

It is crucial to notice that just as the H of the verb would not cross thé C‘boundary,
the H of the object clitic ma fails for the same reasons. The clitic group is thus the
domain of H-Shift. After H-Insertion, H-Atraction within the second clitic group. The
H tone on the first mora of the stem-initial s&ll_able of beeto is the result of Plateauing,
which is possible here because the two clitic groups share the same p-phrase.

A second example that illustrates the need for the clitic group involves a
toneless noun and the clitic pé in the first clitic group.
(29)  zoba pé tutadidi, (IAdidi)

Sidiot too we-look at-ip {disappear-ip)
the idiot that we looked at too (disappeared)

The representation of the data of (29) is as shown in (30).
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(30) Q * * *
[[[zoba] pe] [ [tutadidi] 1] ]

i Iw HIC H[ [ Hlw ICld

As was the case in the previous example with the object clitic ma, the clitic pe here is
H. If H-Attraction applies across the clitic group boundaries, the floating H of pe
would surface on the verb. Here too, the resulting forms are not correct.

(31) a. * zoba pe tutadidi

b. [[{zoba}pe] [tuftadidi]] ]

(il  THC [ [ HICKH UR

L ] * *

[[[zoba]lpe] [tuftadidi]]]

(it 1THC[ [ HICH Accents

[[[zoba]pe]  [tuftadidi]]]

([l THCH[ [ HICl H-Insertion
[[[zoba] pe] Etu{,t,adidl“J] 1

(r 1 HjC l'[( [ HICld H-Attraction
- Plateauing
[zoba pe tut?didi]

[ H ¥ H-Deletion

* » * *

[zoba pe tutadidi ]
I NN
[LL L LHLL} Default L
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W,

zoba pe tutddidi H-raising

*zoba pe tutididi Output

These incorrect forms are derived under the wrong assumption that H-Attraction is
bounded by the p-phrase. Under this assumption, the floating H of pe is attracted by
the initial accent on the verb. The rest of the rules apply appropriately. '
. To ensure the correct results we need a H tone on both pe and zu-. Once
again, these two syllables could get a H by leftward spreading. But such a rule is not
“independently motivated anywhere else in the grammar of KiYaka. In addition, we
will have to find a way of limiting this leftward H spread to these two syllables only. -
If we conﬁne'H-donat:ion (H-Attraction and H-Shift) within the clitic group, then we -
have a chance to get the underlying H of pe realised on the word itself. However, for
the particular case of (31), we need the rule of Clitic-Final H association repeated
below for convenience.
(32) CLITIC-FINAL H ASSOCIATION:
Attach a floating H to the last syllable of a branching

clitic group if no H is previously linked within
the domain.

|

v W @C where ... contains no linked elements;

Clitic-Final H association is illustrated in (33).

(33) L . * *
[[[zoba] pe]  [[wfadidi] ] ]

(I w HIC H[{ HIwIC} Clitic-Final H Association

Here a derivation of the correct tones of these forms.
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(34) b zoba pé titadidi, (ladidi)
, Sidiot too we-look at-ip (disappear-ip)
the idiot that we looked at too (disappeared)

* % * *

[[[zoba] pe] [ [tutadidi] ]]

[ IWHIC [ [ HiwICl¢ input

[[ [zoba] pe] [ [tutadidi] ]}

[l JwHIC [H[ HlwICld H-Insertion

-  [[[z0ba)] pe] | [ tutgdic] ] ]
[t wHe H Hwicio H-Attraction
H-Shift

'[[ zoba pe] [tutadidi ]C]
: [

[ HIC [ H HIC]¢ C-Final H Assoc.

* * * L 4

[zoba pe {utadidi ]
(.

| [ H H ¥ H-Deletion
[zoba pe t,utadidi ]
-~ | ,
[ H H ¥ ‘ Plateauing

LI 4 * -

[zoba pe tutadidi ]

L L o
[LLH HLLY Default L
zoba pé tutadidi H-Raising
zoba pé tutadidi Output

The derivations in this section have provided the appropriate support for the points

argued for. First, the Clitic Group is justified as a postlexical prosodic domain smaller
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than the phonological phrase. It is the appropriate domain for tone donation (H-
Attraction and H-Shift) and C-Final H association. Second, the rule of H-Insertion is

necessary to account for facts such as those observed in the neutralisation of tonal

. alternation between donor and non-donor noun stems. This rule takes place before H-

Attraction and inserts a H tone within a non-phrase-initial Clitic Group which shares
the p-phrase with a preceding clitic group.
Clitic-Final H Association is also the rule responsible for the tonal shape in

forms such as the following.

-

(35) G211 zoba dyaandi’ 'his idiot'
G2.2 ngoombe zaandi’ *his cattle’
G3.2 hekd dyaandi ‘his tsetse'

These constructions are made of non-donor noun stems followed by a possessive,
which comes with its floating tone. (36) illustrates the application of Clitic-Final H
association for the G2.1 and G2.2 nouns and its failure for the G3.2 noun.

36) |

G2.1 G2.2 G3.2

LI * * * * * * * * *

[{zoba] [dyaandi]]  [[ngoombe] [zaandi] ] ' ['[hekoI ] [dyaandi] ]

[l ™  Hwe (I Iwl HwC [[ Hwl  HWC Input
- S H-Attr
[ zoba dyaandi] [ ngoombe zaandi]
L HE HIC . Cltic-

FinalH
[zoba dyaandi] [ ngoombe zaandi] [hek<I> dyaandi]

I

[ IL]C [ HC [ H HIC Output
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We see that the floating H links to the last syllable of the possessive after G2 nouns
because no H is linked yet within the domain. The H of the possessive does not
associate with TBUs after Aeko because the structural description is not met: G3.2
nouns have a prelinked H; the floating H will eventually delete. Default L tones will
be inserted and the H tones that co-occur with accent will be raised to R.

1 have shown in the foregoing discussion that KiYaka has a prosodic domain
smaller than the p-phrase. Itis the domain for several tone rules. Let us conclude this
discussion of the clitic group with a look at the revised inventory of tone rules as they

) are distributed among the lexicon, the clitic group and the phonblogical phrase.
(37) Inventory of Tone Rules

Lexical Rules:
1. H-Attraction (in compounds and verbs)

Postlexical Rules
Rules between Clitic gilqupks

1. H Insertion Rule
O-->HI[..[ IC _[ .W0

les exclugively within the Cliti

2. H-Atiraction: tone donation to accented mora to right of the domain
of the tone; aftects only free tones; not iterative.

[ [/Vg(@ 11
(G wic
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3. H-Support (by left-to-right spreading within W)

[ 1Y @ @Ixo]
A
H @ 1w IC
4, H-Shiit: Tone Shift = tone donation to unaccented syllable of

immediately following morpheme (no accent to right of
domain of tone); postiexical rule; donated tone must be

free.
1 M
,/
@w IC
5. Clitic-FinalH association
. Qg
W @C  where ... contains no linked
elements;
Rul lusively within the P-pl
6. Phrase-FinalH @
..[ ¢ where ... contains no linked .
elemenis;
7. Floating H Deletion
B2
8. Plateauing _
v @ v
-~ 1
[H Hl¢
g, . Defautt .
@-—> v
|
L
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10. H-Raising
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4.3  The Phonological Phrase
4.3.0 Introduction _ 7

In the theory of Prosodic Hierarchy, an individual level is justified by the
existence of rules that apply exclusively in that domain. The p-phrase in KiYaka is the
domain of application of tone rules that belong to the three types of rules that refer to
phrasal juncture identified by Selkirk (1980). In fact; we have seen in chapters 2 and
3 that the p-phrase is the domain of a) domain span rules (Platéauing), b) domain limit

rules (Phrase-Final H A_ssociaﬁon) , as well as ¢) a domain juncture rule (H-Insertion).

In this section I examine the formation of the p-phrase through the syntax. I
will argue that KiYaka requires an algorithm that reveals a compromise 'bétwc;n the |
two major trends of the Prosodic Hierarchy. The algorithm at work in KiYaka
combines elemeﬂts from both the end-based and the relational approaches to the
syntax-phonology mapping. Such an algorithm is necessary because none of these
approaches can account for the data successfully alone.

The data of KiYaka fall into two groups in terms of phrasing. This division is
justified by the fact that verbs and nouns phrase differently. So depending on whether

the construction contains a verb or not, one or the other aspect of the algorithm will be

. referred to. Specifically, verbless NPs exploit the relational part and the others refer to

_ the end-based section of the algorithm.

Although the phonology will not be discussed in this section, it will be
possible to read the phrasings off the tonal forms. One way of telling is the absence of

Plateauing between contiguous content words. It will be remembered that because

" there is no lexical L in KiYaka and that the default L is inserted after Plateauing, low

tones usually occur at the periphery of p-phrases. Consequently, the presence of low
tones will generally signal the boundaries of p-phrases.
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For'ease- of exposition, I first describe the major facts of word order and
phrasing. Then I present the algorithm and discuss the phrasing data represéntative of
the structures covered in the description. Various additional constructions are
examined. The syntax and the algorithm are shown to account for the phrasing as well

as free word order.

4.3.1 Description

4.3.1.1 Basic Word Order
One of the major characteristics of KiYaka syntax is the remarkable free word |

order it exhibits in most constructions. As a result, it is not easy to establish the basic

word of KiYal;a clauses using the traditional test of neutral meanings. As was shov;rn

in Kidima (1987), there are in KiYaka constructions where all three elements (subject,

verb, and object) can be rearranged in six different ways without changing the basic

meaning of the clause. This can be seen in the following example.

(38) a. SVO baand ba-ba-siumbidi bakhokd

children they-bought-them chickens
The children DID buy the chickens

b. SOV baand bakhoké ba-ba-siiumbidi
c. VSO ba-ba-siumbidi baand bakhokd
d. VvOS ba-ba-siumbidi bakhoké baana

e. OSvV bakhoké baand ba-ba-siumbidi

f. OVS  bakhoké ba-ba-siiumbidi baand

It should be pointed out that this kind of scrambling is possible only under certain
circumstances. The subject in KiYaka is usually topical and this is the case in (38).
When the subject is topical, it can occur as a fronted or postposed argument. In

addition, if the object precedes a subject that is not focused, there must be agreement
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between the verb and its object (marked by the presence of the second ba- ). In the
absence of object agreement, the object must be postverbal.
(39 a. SVO [baand] [ba-sulimbid] [bakhokd]

children they-bought  chickens
The children bought chickens

b. SOV *pbaand] [bakhokd) fba-sulimbidi]
c. OSV  *[bakhokd] [baani] [ba-suumbidi]

~The ungrammaticality of (39)b has to do with the basic word order. We can assume

then, that the object in KiYaka is basically postverbal.

In the same way we can show that in KiYaka the subject is basically pfeverbal.
To establish this, we can use a coﬁstruction that makes use of word order to solvé the
problem raiséd by ambiguity. We just saw in the example above that sometimes the
object agrees with its verb and that the agreement marker is a prefix. When both the
subject and the object are class 1, the object marker can refer to any of the arguments
of the verb, as in (40) below. |
(40) n-télele Watd Nkawa

him-called Watd Nkawa

Wata called Nkawa
Nkawa called Wata

The construction in (40) is ambiguous because it can be understood either as Waza
called Nkawa or as Nkawa called Wata. To disambiguate the clause, the strateg); to
use is to put one of the arguments bcfor¢ the verb, and the other after the verb.

(41) a. - Nkawd n“-télele Watd

Nkawa him-called Wata
Nkawa called Wata
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b. Wata n'-télele Nkawa
Wata him-called Nkawa
Wata called Nkawa

As can be observed hérc, the argument before the verb is interpreted as the subject.
This in turn suggests that the subject is basically preverbal in KiYaka. Note however
that ambiguity is possible even with the order OSV (38)e. The point is that in (38)e

the semantics makes it impossible for the object bakhoko (chickens) to be interpreted

as subject (i.e. it cannot be the subject of the verb 'buy'). In the same way, (40)
would not be ambiguous if one of the arguments required a different object marker. In
other words then, word order is crucial for disambiguation wﬁcn both thel semantics
and the morphology fail to disambiguate. In conclusion, KiYaka is basically SVO.
But we will see that there are many different discourse conditions that may require that

this order be altered,

4.3.1.2 Phrasing in IP

_ In addition to the fact that NPs and IPs phrase differently in KiYaka, phrasing
in KiYaka verb phrases is very different from what has been observed in most of the
languages covered in the 1i¥crature concerning the prosodic hierarchy. Inl fact, it ié
common to find statements like the following: " In language X, the verb phrases with
its object” or " In language Y, the subject phrases with its verb”. In general, such
statements make two claims: 1) alternative phrasings in those languages fail to provide
the necessary environment for the application of certain phonological rules; 2)
alternative phrasings do not entail different meanings of the construction. While the

first claim can be supported in the case of KiYaka, we cannot say the same concerning

the second claim.
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Perhaps the most peculiar aspect of phrasing in KiYaka verb phrases is the fact
that any possible phrasing between the verb and its arguments is allowed and that each
of these corresponds to a different meaning of the sentence. So the question for
KiYaka is not whether the verb phrases with an argument; rather, the qﬁestion
becomes what does a verb phrase with and what does the construction mean? In this
section, I describe similar constructions with different phrasings ‘and their
corresponding meanings. The description begins with simplex clauses and will be
later extended to mbrc complex constructions.

In general, a clause containing a subject , a verb, and an .objcct‘on the surface
can be phrased in five major different ways, each of which corresponds to a specific
reading. For descriptive purposes, I will refer to these readings by the discourse
contexts! in which they obtain. The description of each context will cover the
following factors: the discourse frame, the word order of the constituents involved and
their phrasing. In the discussion of each context, I will provide the appropriate
reading contrasted with the four inappropriate contcxts‘. In addition, each context
judged inappropriate for the phrasing under consideration will be cross-referenced for

its own appropriate context.

Context 1: Non-Focused New Inforrnation

There are in KiYaka constructions that can be interpreted only as part of a
narrative. Such constructions introduce a new argument onto the scene but no special
focus is placed on any of the individual words or phrases. For example, a story is

being told about a family that went to the market. The narrator wants to mention one

1 The labels used in this description do not constitute any theoretical claims. They serve a purely
descriptive purpose. For an illustration of some of these discourse CONLEXs, see AppendixC. A
comprehensive discourse analysis of the language is necessary to explain these differences.
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of the things that happened while they were there. They were walking, .... and then
“The children bought chickens"”. Such a sentence is phrased as shown in (42)a. -
(42)  a. [baand] [ba-suiimbidi] [bakhokd]

children bought chickens

The children bought chickens

b. {ba-suiimbidi] baan] [bakhokd]

C. [ba-sudmbidi) [bakhokd] [baand]

~Any of these constructions can answer the question "What happened, then?".
However, this is not the "What happened?" that can be asked out of the blue, This
question must also be part of a larger discourse context and would thus come out as

"What happened then?".

The word order in (42)a is obviously SVO. But as we saw earlier, the subject -

does not have a strict position. Thus for example, the subject appears between the

verb and the object in (42)b and after the object in (42)c. All these orders are well--

formed for this context. The only ungrammatical orders are those where the object is
- preverbal, because the postverbal position of the object is crucial for this context. The

object may not agree with the verb in this discourse context. -

(43) a. *[baand] [bakhoké] [ba-sulimbidi]
b. *[bakhokd] [baand] [ba-sulmbidi]

c. *[bakhokd] [ba-sulimbidi] [baani]

¢

In this discourse context, the constituents in the three grammatical word orders (42)a-c
must phrase appropriately for the interpretation to result. Specifically, each constituent
(subject, verb, and object) forms a separate phonological phrase. This is supported by

the lack of plateauing.
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44) a [baand] [ba-sulimbidi] [bakhokd]
children bought  chickens
The children bought chickens

b. [ba-suﬁ.nbidﬂ [baand] [bakhokd]

c.  [ba-suiimbid] [bakhoks] [baand]

Any phrasing that would for instance group two or more constituents in the same

phrase would be inappropriate for this context (45).

~(45) a. *[baand)  [ba-sulmbidi’ bakhoko] (See Context 2)
d. *[badnd bAa-stiimbidi’ bakhoko} - (See Context 5)

In (45) we see that even with the correct word order, a construction may not be
interpreted appropriately if the wrong phrasing is used. The reference in parentheses
indicates that although this phrasing is not correct for the present context, there is
another discourse context that it fits.

The data m (42) through (45) illustrate a postverbal object. But a subject can
also occur postverbally in this context. For instance, thc narrator wants to convéy the
'sudden arrival of a friend while the family was eating: "We were eating and suddenly,

- Kimwata walked in". The KiYaka equivalent is given below.

- (46) a. [Kotele] [Kimwatd]
entered
Kimwata walked in
b. [Kimwatd] [kotele]
entered
Kimwata walked in

Contrary to the object, which can occur only postverbally in this context, the subject

can precede the verb as (46)b indicates. This is due to the fact that the subject in
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KiYaka is topical and can thus appear either as a fronted or postposed. Nonetheless,
the postverbal position of the subject is preferred in the present context.

In intransitive constructions the only two cases where both the subject and its
verb can phrase together are not appropriate for Context 1. These are provided in

(47).

@7 a *[K5t618 Kimwat] " (See Context 2)
entered .
Kimwata walked in
b. *[Kimwata kétele] (See Context 3)
entered

Kimwata walkedin

Here again, the two readings ruled out for Context 1 are the only ones to be
appropriate for two other contexts. Namely, (47)a is the reading for Context 2, and -

(47)b for Context 3.

Context 2: Focused Qld Information {Postverbal )

Here is an example of Focused Old Information. As in context 1, the family went to
the market. When they got there, they saw both ducks and chickens for sale. But the
children bought chickens. In this example, "chickens" is foéqscd old information. The
utterance can be part of a narrative or not. Constructions of this type generally express
surprise, disap;iointment, or something unexpected for the postverbal argument.

(48) -a. baand ba-suldmbidi bakhdko .

children bought chickens
The chilkdren bought chickens

b. ba-sulimbidi’ bdkhdko baand

bought chickens children
The children bought chickens

170



C

The word order here can be either SVO or VOS.
In this context, the object is the focused old information and must phrase with

.its verb. No other constituent may be inserted between them.

- (49) a. [baand] [ba-suldmbldi" bakhdko]

chiidren bought chickens
The children bought chickens

b. [ba-sulimbidi’ bakhoko] [baani]
bought chickens children
The chikdren bought chickens

Any phrasing that involves more than two constituents or exclusively separate

" constituents are not appropriate for Context 2.

(50) a. *[baand] fbasudmbidi] [bakhokd] (See Context 1) -
b. *[badnd bastdmbidi’ bakhoko] {See Context 5)

Once more, the phrasings ruled out here will be shown to be fully acceptable in other
contexts.

The subject can also occur postverbally and form a phonological phrﬁse with
the verb, This would be the case if for example the parents and the children were
competing for the purchase and the children fmally woﬁ the contest: THE CHILDREN
bought the chickens (and not the parents).

(51) . a. ba-ba-sttimbid’ baana bakhokd
they-bought-them children chickens
THE CHILDREN bought the chickens

b. bakhoko ba-ba-sﬁﬁrnbidi' b&ana

chickens they-bought-them children
THE CHILDREN bought the chickens

It is crucial to note that this reading requires that the object be backgrounded and this is
indicated by the obligatory object agreement (second ba- ) in the verbal unit. (51)
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indicates that a backgrounded object has the same freedom of occurrence as the
subject, that is, it can precede or follow the verb. The word order is thus VSO in
(51)a and OVS in (51)b. The crucial fact is the postverbal position of the subject.

As was the case with tﬁc postverbal object in (48) and (49), the postverbal
subject must phrase with the verb. No other argument may be inserted between the
verb and the subject.

(52) a. [ba-ba-sGumbidi’ bdana] fbakhokd)
they-bought-them children chickens
THE CHILDREN bought the chickens

b. [bakhoko] [ba-ba-siumbidi’ baani]

chickens they-bought-them children
THE CHILDREN bought the chickens

Postverbal focus is in no way limited to one argument after the verb. In fact,
depending on the syntax and the appropriate discourse context, a verb can phrase with
more than one argument after it. For instance, the data in (53) contain two postverbal
objects.

(53) a. [taatd] [tomini badnd ki zAandu]

1father 1send-ip 2child 17tc Smarket
Father sent some children to the market

This sentence expresses surprise that the father sent childrén to the market. The
speaker did not expect this action; it can also be understood that some people were
supposed to be sent to the market but these were not supposed to be the children. The
phrasing follows the pattern observed in -thc previous cases of postverbal fo-cus.

Namely, the verb phrases with its postverbal arguments; the subject phrases

separately.
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In summary then, the argument forming focused old information occurs

postverbally and forms a single phonological phrase with the verb.

Tt : B New Informati v 1

Constructions in this context ask and answer information questions, using
question words. Suppose we know that the children went shopping but v-vc don't
know what they bought and we want to enquire about what they bought. The direct

_question corresponding to "What did the children buy?" is given in (54) and the

appropriate answer is provided in (55).

(54) a. baand khi ba-suumbidi
children cop-what they-bought
What did the children buy?

b. khi' b4-siiimbidi baana
cop-what they-bought children
What did the children buy?

.baand bakhoko ba-stidmbidi
children  cop-chickens they-bought
The children bought chickens

(35)

w

b. bakhoké ba-sudmbidi baana
cop-chickens they-bought children
The children bought ¢hickens

The variation between (a) and (b) of (54) and (55) just shows that the subject retains
‘its mobi];ty even in these constructions. The order is SOV in (2) and OVS in (b). The
important factor is the preverbal position of the object. The verb may not agree with
the verb. ' ’

As far as phrasing goes, notice that the object and its verb share a same
phonological phrase in both the questions and the answers. Apparently, both the

question and the answer have the same structure. The subject forms a separate phrase.
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(56) a. [baand] [khi bastimbidi]
children cop-what they-bought
What did the children buy?

b. [khi" bastilimbidi] [baana]

cop-what they-bought children
What did the children buy?

(57) a.[baand] [bakhdkd basulimbidi]
children  cop-chickens they-bought
The children bought chickens

b. [bakhéké basudmbidi] [baana]
cop-chickens they-bought children
The children bought chickens

Since the object and the verb must form a phonological phrase, any grouping that

would separate them is ill-formed for this context.

(58) a. ‘[baand] [bakhokd] [ba-ba-siumbid] (See Context 4)

In the same context, the subject can also occur in the preverbal position. The
utterance in (50) answers the question 'who bought the chickens' (59). The order of

the constituents is SVO in (a) and OSV in (b).

(59) a. [bandni ba-ba-slumbidi] [bakhokd]?
cop-who  they-bought-them chickens
Who bought the chickens?

b. [bakhokd] [bandni ba-ba-siumbidi] ?
chickens cop-who they-bought-them
Who bought the chickens?

(60) a. [badnd ba-ba-sGumbid] [bakhokd)
cop-children they-bought-them chickens
THE CHILDREN bought the chickens

b. [bakhokd] [badnd babasiumbidi]

chickens  chilkdren they-bought-them
THE CHILDREN bought the chickens
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Although the sets (59) and (60) belong to the same context as (56) and (58), there is a
difference to account for between these two sets. Thg focused argument is the object
in (56) and (57) but it is the subject in (59) and (60). The focused argument always
phrases with the verb. Note to this effect that object agreement is impossible when the
object is focused and thus phrases with the verb; inversely, object agreement is
obligatory when the subject is focused and thus phrases with the verb.

Finally, let us note what makes the tonology of focused arguments différcnt

from that of non-focused arguments. It will be remembered from Chapter 2 that pre-

~focused arguments receive a H tone from their left, within the same Clitic Group. We -

have suggested that this is the copula made of only a floating H tone. This copula His -
present in atl constructions with a pre-focused argument and it is usually realised on

the stem initial syllable as a Raised H. The copula is noted in the glosses as "cop”.

Context 4: Non-Focused Old Information

Constructions of this type confirm or disconfirm the action of the verb. The sentence
is thus the answer to a Yes/No question: "Did the children buy the chickens".
Typically in these constructions all the arguments represent background information

. and not a single argument is focused. The object obligatorily agrees with the verb and

~ this is shown by the presehce of a second ba- in the verbal unit. In (61)a, the order is

SVO. But it will be remembered that the subject does not have a strict position; in
addition, an object that agrees with the verb can be equally fronted or postposed. In
other words, the meaning ‘6f (61)a can be expressed through all the six possible orders
of the three elements involved.
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(61) a SVO °~ - baand ba-ba-siiumbidi bakhokd
children they-bought-them chickens
The children DID buy the chickens
(lit. As for the children, they did buy the chickens)

b. SOV baand bakhoké ba-ba-siumbidi
c. VSO ba-ba-stiumbidi baand bakhokd
d. VoS ba-ba-stiumbidi bakhoké baana
e. OSV bakhoké baand ba-ba-siumbidi -

f. OVS bakhokd ba-ba-siiumbidi baana

_As we saw earlier, fronted or postposed arguments always phrase separately from the
verb. In the particular case at hand, each of the three elements makes a 'scparate
phonological phrase and this phrasing remains the same for any word order.

(62) a. [paand] fba-ba-stiumbidi] [bakhokd)
children they-bought-them chickens
The children DID buy the chickens
b. [baani] [bakhokd] [ba-ba-stumbidi}
[ba-ba-siumbidi] [baand] [bakhokd)

124

a

. [ba-ba-siumbidi] [bakhokd] [baana]

[bakhokd] fbaand] [ba-ba-suumbidi]
f. [bakhokd] . [ba-ba-siumbidi] [baand]

Before turning to the phrasings that are not appropﬁﬁic for this context, letus
observe first that there is only a slight difference between (61) and (42) above. That
is, the verb in (61) contains the object agreement marker, which is not the case for
(42). Although this might seem a minor difference, it ncvertheless’ plays an important
role in distinguishing these two sets of constructions. From the point of view of the
discourse, Context 4 requires that all arguments be backgrounded so that the emphasis

is put on confirming or disconfirming the action expressed by the verb. The data of
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(42) do not submit to this requirement. From the point of view of the syntax, an
object that agrees with its verb indicates that this object is not in the immediate scope of
the verb. Instead, we will argue below that such an object is adjoined to IP.

Given the phrasing illustrated above, any grouping that would put together the

verb and an argument is not appropriate for this context.

(63) a *[baand] [ba-ba-sudmbidi’ bakhdko] (See Context 2)
c.*[baand) [bakhékd bastombidi] (See Context 3)
d. *[badnd basuumbidi’ bakhoko] _(See Context 5)

Context 5: Multifocused New Information

Multifocused utterances are so termed because both the subject and the object are
focused at the same time. They answer the general question 'what happened?’
Imagine you are at a party and suddenly you hear what sounds like a dish falling on
the floor and bfeaking. A friend asks you "What's that?" You might answer
"Someone broke a dish", In KiYaka, this comes out in the with the same word order
as in English: SVO. This word order is required.

(64) MOt bididi dildnga |

cop-person he-broke  dish
Someone broke adish

The whole utterance is one single phonological phrase. In the same way, we may
have the utterance 'Some children bought chickens' in one single phonological

phrase.

(65) [badna bastilimbidi’ bakhoko]
cop-children they-bought chickens
Some children bought chickens
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Multifocused constructions appear to always appear to have the structure SVO and all
three constituents make a single phonological phrase. Therefore, any phrasing of

fewer than the three constituents, even in the correct order, fails to convey the meaning

of Context 5.

(66) a. ‘[baand] [basudmbid] [bakhokd] (See Context 1)
b. ‘baana]  [basudmbidi bakhdko] (See Context 2)
d. *[baana] [ba-ba-siumbidi] [bakhoks] (See Context 4)

~One observation to make here is'that focused arguments always phrase with the verb
(actually they are the only ones that can phrase with the verb). In multifocused
constructions, fhe subject is preverbal and the object postverbal. Such constructions
are not common in KiYaka but they do exist and they express a special meanipg t00.
When they are used, these constructions are subject {o a semantic requirement.

Typically, a preverbally-focused subject in this context may not be inherently

definite. It is not clear at this stage of the investigation why this is so. However, it
appears that the effects of focusing diffcr.depcnding .on the semantics of the focused
argument. For example, focusing certains nouns make them indefinite. But focusing
a proper name or other nouns that are inherently definite never yields indefiniteness.
Such a process always results in a contrastive focus, which seems to bc limited to one
argument per verb. An utterance with an inherently definite subject is ruled out if the
object is a.lso focused.
(67) a. {Madfi ba-stiumbidi [bakhokd]

cop-Maafu she-them-bought  chickens
it's Maafu who bought the chickens

b. *[Maafd sUdmbidi" bakhoko]

cop-Maafu she-bought  chickens
it's Maafu who bought chickens .
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In the examples above, the subject is focused in both (67)a and b. However, only
(67)a can be interpreted appropriately because its object is not focused. The example
of (60) in i)anicular makes the point that although the use of multifocused
constructions is marked, it is not limited to non-referential nouns like ';muru"

" (someone). The relation between definiteness and the contrastive reading of focused
arguments will receive further support when we discuss the relative clau'scs; 'whose
function is to make the head noun inherently definite through the structure. It will bc

_ shown that a relativé clause whose head noun is focused may not convey an indefinite
reading.

In the foregoing sections, I have presented a descripﬁv_c model of the different
phrasing patterns in main clauses. The model, though based on main clauses, can be
extended to more complex constructions. The description shows that there are five
major phrasing patterns and that each of them can be associated with a particular
discourse context.

Even though the contexts share characteristics,.there is at least one that
distinguishes them and thus makes each context unique. Thus for instance, Context 1
is the only one that exclusively evokes a nanativé. . Constructions in this context
answer the question "What happened, then?" Both Context 1 and 2 have alpostverbal
object and no object agreement is possible. While the object must phrase with its verb
in Context 2, it must phrase separately in Context 1. Context 3 reflects answers to
WH-qut.:stions on specific arguments. In Context 4, all arguments must be old
information to leave the emphasis on the action expressed by the verb. Finally,
Context 5 requires that all arguments be new and focused. Constructions that fall in

this Context answer the question "What happened?” asked out of the bluc and cover a

broader scope than questions that relate to specific arguments.
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4.3.1.3

Phrasing in NP

The data examined in the preceding section clearly show that the verb usually

phrases alone, unless one of its arguments is focused. But so far we have covered

only simplex, non-modified arguments. ‘Now we turn to phrasing in NPs, which can

be modified by entire clauses such as relative clauses. It will be shown that

notwithstanding their internal phrasing, modified NPs phrase like the simplex

-

arguments in the data of the foregoing section. For clarity, we will first describe NPs

whose modifier contains no verb (verbless NPs); then we will cover relative clauses.

KiYaka is a head-initial language. A head noun phrases with the string of

modifiers to the right, no matter what its length.

(68) a.

[bakhoko bana]
chickens those
Those chickens

[pakhoko ba ngwaasi]
chickens of uncle
Uncle's chickens

[bakhoko ba kabeénga]
chickens of red
The red chickens

[bakhoko ba kabeéngd ba ngwdasi’ MAlééngi]
chickens of red of uncle Maloongi
Uncle Maloongi's red chickens

[tsala zakaléyd z4 bakhké bd kdbeénga ba ngwadsl MAKSNgI]
feathers of long of chickens of red of uncle Maloongi
Uncle Maloongi's red chickens' long feathers

’

It is important to note that focus has no visible effect on phrasing in these modified

nouns, because everything already makes up a single phonological phrase. However,

the effect of focus is clear once the modified noun is focused.
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(69) a. fbakhoko ba kabeéngd bd ngwads! Maléongi] [badiidi] fnguba}
chickens of red of wuncle Maloongi they-ate peanuls
Uncle Maloongi"s red chickens ate peanuts

b.  [bakhokd ba kibéngd ba ngwadsi MAISSngr bAdidi]  [ngubd]
cop-chickens of red of uncle Maloongi they-ate peanuts
it's uncle Maloongi's red chickens that ate peanuts

In the data above, we see that the subject NP and the verb phrase separately in (69)a,

where there is no focus involved. But in (64)b, the subject NP is focused and

conécquently, the verb phrases with the focused subject NP. Let us finally pomt out
_that (69)a phrases as described in Context 1, and (69)b as' in Context 3.

The next set of data to be examined with regard to phrasing in NP concerns
cases where the modifier contains an embedded verb, namely relative clauses. While
the head playé a similar role as in the case of adjectival modifiers, not everything that is
part of the relative clauses phrases with the head noun. Let us consider the data in (70)
and (71) below. In non-focused relative clauses (a) constructions, the head noun, the
relative marker (if it is overt), and the embedded verb form a single p-phrase. The
embcddcd subject (if it is overt) forms a separate p-phrase. The main verb also
constitutes a scparaté p-phrase. However, when the head noun is focused ((b)
constructions), the main verb cliticises to the relative clause, if the embedded subject is

“not overt (70); otherwise, the embedded subject and the main verb form a single |

- phrase.

(70) a. [bakhoko bdna bastitimbidi] {baladidi]
chickens that they-bought they-disappeared
The chickens that they bought disappeared

. b [bakhdké bana basudmbidi’ baladidi]

it's-chickens that they-bought they-disappeared
it's the chickens that they bought that disappeared
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71) a

[bakhoko bénd basttimbidi] [baand) [baladidi]
chickens that they-bought children they-disappeared
The chickens that the children bought disappeared

[bakhéks band bastdimbidi] [baana baladidi]
cop-chickens that they-bought - children they-disappeared
It's the chickens that the children bought that disappeared

In (70) and (71), the head noun is the object of the embedded verb but the subject of

the main verb. The phrasing pattern is that of Context 1 for (a) constructions and

Context 3 for (b) constructions. The same type of phrasing obtains when we focus a

head noun that is the objecf of the embedded verb and also the object of the main verb:

the embedded subject phrases with the main verb.

72) a
b.
(73) ¢
d.

[bakhoko band bastiimbidl] [baand] [ba-ba-yibidi] [beefi]
chickens that they-bought children they-stole-them thieves

-The thieves stole the chickens that the children bought

[pakhoko bdna bastlmbid] [baana bayibidi]  [beefi]
cop-chickens that they-bought chiidren they-stole thieves
It's the chickens that the children bought that the thieves stole

[bakhoko bind basiimbidi] [ba-ba-yibidi] [beefi]

- chickens that they-bought they-stole-them thieves

The thieves stole the chickens that they bought

[bakhékd bdnd bastimbidi bayibidi] [beefi]
cop-chickens that they-bought they-stole thieves
it's the chickens that they bought that the thieves stole

Here we see that the non-focu§ed head noun phrase together with its modifier but apart

from the verb, which reflects Context 1. However, when the head noun is focused,

we get the pattern of Context 3. In clear words, the diffference between non-focused

and focused constructions parallels that between Context 1 and Context 3.

Let us now examine the case of a head noun that is the subject of the

embedded verb, and the subject of the main verb. Here too the number of phrases of
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the non-focused constructions is reduced when focus intervenes, because the

embedded object phrases with the main verb.

(74) a.  [bakhoko bind badiidi] jngubd] [oatudd]
chickens that they-ate peanuts they-died
The chickens that ate the peanuts died

b. [bakhéké  béna badiidi] [nguba bafulidi]

cop-chickens that they-ate peanuts they-died
It's the chickens that ate the peanuts that died

The same type of phrasing results when the head noun is the subject of the embedded

verb, but the object of the main verb: the embedded object phrases with the main verb

in the presence of a focused head noun. In this particular example, note Plateaving

between the embedded object malcqtika and the main verb baladidi (75)b.

(75) a. [Baana bdnd bastiimbidi’] {makatika] [ baladidi]
2child that they-buy-ip 6liver  2disappear-ip
The children that bought the livers disappeared

b. [Baana bdnd bdsulimbidi’] [makatikd baladidi]
cop-2child that they-buy-ip 6liver 2disappear-ip
I's the children that bought the livers that disappeared

Before concluding this discussion on phrasing in NPs, 2 word should be said
about the embedded subject and object. We have observed that the embedded
argument consistently phrases with the main verb when the head noun is focused (cf.
(70) a and b). This extreme disagreement in bracketing supports the claim that there is
no direct relation between the syntax and the prosodic domains. The few cases where .
such isomorphism obtains between syntactic constituents and the prosodic domains are
just a non-representative subset of the data.

The foregoing description reveals some complex phrasing patterns in a variety

of constructions. We have observed that phrasing varies depending on whether a
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construction involves a verb or not.  The analysis, which includes structures that

were not specifically discussed in the description, reflects this phrasing difference

between verbless NPs and constructions containing verbs.

4.3.2 Analysis

In order to account for the phrasing patterns described above, I propose the

following algorithm for the formation of the phonological phrase in KiYaka,

(76) P- formation : KiY.
1. Place a p-phrase break at the left edge of every IP if it is lexically
non-empty.
2. Place a p-phrase break at the right edge of maximal p-strings.
Let a "p-string” be a head and everything it i-commands.
If X'i dominates Xo
any category dominated by X'i which dominates X is also X'
Xi dominates Y :
Then Xo i-commands Y

A p-string is maximal if it is not a proper subset of another p-string.
~ 3. Place a p-phrase break between conjuncts (conjunction cliticises rightward)

Before examining how the algorithm works in different structures, some

important observations are in-'ordér. To begin with, let us observe that this algorithm

* is partially end-based (clause 1) and partially relational (clause 2). This double aspect

captures the difference observed in the description in the phrasing of verbs and nouns.
Specifically, the double nature of the algorithm is necessary because on the one hand,
the relational approach fails to predict the consistent break before the IP. On the other
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hand, the end-based theory cannot account for the lack of internal break in verbless

NPs, regardless of their length.

4321  Phrasingin NP
To illustrate how the algorithm in (76) accounts for the data presented in the
description, we will first consider NP constructions which do not contaiq a verb or
verblesS'NPs. Of these, let us begin with structures involving a single branching X',
because these are straightforward in terms of the interpretation of the algorithm.
~(77) a. bakhokobéna

2chicken those
Those chickens

b. bakhoko ba bukhéte
2chicken of beauty
‘The beautiful chickens

c. bakhoko bataata
- 2chicken of father
Father's chickens

These constructions have the following respective structures where CON stands for
connective (i.e. associative morpheme), and CONP for connective phfase. Each
structure is followed by two rows of brackets. The first row shows the brackets as
they are set by the algorithm; the rest is given by exhaustive parsing. The second row

indicates the actual phrasing.
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(78) a. NP b. NP c. NP

‘ | ' | [
N’ N’ N’

N/ \DP N/ }0NP N/ EONP |

a0 N N

bakhoko bana bakhoko CON NP bakhoko CON NP
| A | A

~To begin with, let us observe that because the constructions under consideration in this
section do not contain a verb, there will be no IP; hence clause 1) of the algorithm (76)
will not be relevant. In (78), the first thing to consider for each structure is the head.
The head is bakhoko in (78)a-c. Next, we locate the immediate projection_ X') of.
each of them. This is the only branching N in each of the structurcs.. .The right edge -
of the material that falls within this projection is after bana (a), bukhete (b), and taata
(c), respectively. So we place a bracket after each of these words. The algorithm
(76.2) thus ensures that each of the structures in (78) is a single p-phrase.

Let us now turn to constructions involving more than one branching X', The

structure of (79)a is as given in (79)b.
(79) a [kikalulukyabadtl b4 mavwaanga)

7habit  of 2person 2of &trouble
The habit of troublemakers
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b. NP

I
N' .
¥ oo
kikaluiu C(g \NP
ll(ya }*I'

N\

N CONP

VRN

baatu CON NP

Although the minimal p-striﬁg is headed by baaru and the maximal p-string by
kikalulu, they both have the same eight edge (after mavwaanga ). Clause 2) of (76)
requires that we place the bracket after mavwaanga. The result is one single p-phrase.
Note that in these cases both the end-based and the relational approach make
the right prcdicﬁc;ns. .The end-based approach yields the correct results bccausé both

Xmax edges (NPs) coincide. The relational analysis is accommodated because in

(79)b every word on the non-recursive side except the last is a head. Such a structure .

ensures that a c-command relation is maintained between consecutive constituents. We

will see later that other structures involving more than one branching X' raise serious

problems for the end-based solution. In the same way, a rclational’ algorithm based on
the c-command relation cannot handle the most complex cases.

- The next construction to be examined involves also more than one X' but it is
different from (79) in that we have one single head instead of different heads.

Consider (80).
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(80) a. bakhoko ba bukhété ba ngwaisi MaléSngi
chickens of beauty ofuncle  Maloongi
Uncle Maloongi's beautiful chickens

b. NP
|
N ]
\CONP
CONP CON

bakhc:ko C(g \N'P La . LI'
N

N ngwaasi Maloongi

The lowest and leftmost head of a branching X' in (80) is bakhoko. The minimal p-
string thus ends with bukhete. In other words, bakhoko ba bukhete is a p-string but
not a maximal p-string. In fact, the immediate projection of the head bakhoko involves
an adjunction. Therefore we must consider its maximal scope, which is also the
highest N' in the structure. Following the algorithm (76.2), we place a bracket after
Maloongi; the whole construction thus forms a single p-phrase since everything falls
within a maximal p-string. Constructions such as (80) present a special challenge for
Selkirk's end-based approach because the latter predicts two p-phrases. Specifically, a
first bracket is required after bukhete because this is an Xmax; a second bracket will
be needed after Maloongi, which is clearly wrong.
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A relational analysis based on c-command and consecutiveness runs into
trouble as well. Namely, though bukhete is adjacent to the following associative

morpheme ba, there is no ¢-command relation between these two constituents. We

~ would therefore expect the p-string to be broken; but it does not since the whole NP

constitutes a single p-phrase.
Locative constructions are ultimately headed by locatives like ha (on), ku (to)
and mu (in) or any of their variants. Except for the head, constructions headed by a
_locative phrase exactly like those headed by nouns. The length of the phrase is
irrelevant. To illustrate, let us consider the following examples.
(81) a. kunahata dyd bééto
17to bvillage 5of us
To our village
b. [hana kifiili ky4 kikalili kyd badtd ba mavwaanga]
16on 7place 7of 7habit of 2person of trouble
Instead of the habit of troublemakers
{iit. On the place of habits of people of trouble)

These locative phrases have the following respective structures.
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(82) a. b.

LP LP
L L

CON NP

ba A
mavwaanga
............................... ] ceiiessentiersaereaesstaessssasnassassesesnnes )
[rereerrerrnrrrrereecnnnns 16 [t et s arae e 1o

Each of these constructions has a structure similar to that of (79)b. That is, every
element on the non-recursive side is a head. In such a situation,. we know that any
lower head is i-commanded by the highest head. We can thus consider the highest
directly. It is the locative kuna in (82)a and hana in (82)b. In virtue of clause 2) of
the algorithm (76), a right edge bracket is placed after beeto. and mavwaahga
respectively.

_The last example we discuss concerning verbless NPs involves conjoined
NPs. It has been observed that conjoined NPs phrase consistently separately. The

two following examples illustrate this point.
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(83) a. [tadta][ye madma]
1mother and 1father
M_other and Father

b. [bakhoko ba taita] [ ye mabitd ma maamal
2chicken of 1father and 6duck of 1mother
Father's chickens and mother's ducks

If (83)a and (83)b have the respective structures below, the algorithm correctly

yields two Separate phrases.
84 a NP b. NP
NP ye NP

ye NP
! ! L .

! ! / e € Neow
talata maamla bakhoko c( \Pmabata CON\'P

ma maama
.......... | IR SN, WO,
[oveeens 10 Lovvererrererernons 19 [overereerereens 10 Lovereeeerereereenenencie 16

In (84)a, we have two independent heads and N's. Each of them forms a separate p-
phrésc due to clause 3) of the algorithm (76). Clause (3) also assigns one bracket after
taata and another after maama .'m (84)b. Since each of the conjoined NP has some
internal structure we need to check if we have a single maximal p-string. In (84)b we
have two independent heads and N's as well but each N' is branching because each
head is modified. By clause 2) of (76) we also know that each member of the
conjoined NPs constitutes a maximal p-string. The resulting phrasing is just what we

expected: two separate p-phrases.
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So far we do not need an extra rule for conjoined structures. The phrasing of
(84) shows that clause 2) of the algorithm, which has already been established
independently for the phrasing of non-conjoined NPs, can also take care of conjoined
NPs. However, there are structures that clause 2) cannot account for. Support for
clause 3) will be provided below when I discuss a structure where the conjoined NPs
are part of a bigger mm p-string (90).

We do not need to have different heads for the correct phrasing patterns to

obtain in conjoined constructions. In fact, the head of the second member of the

~conjunction may be identical to that of the first, but when this happens, the second
head éan be deleted under identity. The phrasing pattern remains unchanged, as
predicted by the algorithm. _ |
(85) a Kisina kya lifwda w4 miutd .ye kya nzdlda zaandi

7origin 7of 11death 11of tperson and 7of 10hunger 10his
The origin of the death of man and that of his hungers '
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b NP
v
N N

kisinay; CON NP

< oow 1r/\co

The example in (86) is the title of a story (see Appendix C). The structure posited in
(86) is justified by the fact that the second kya agrees with the head noun kisina ,
which is class 7.

The algorithm (76:3) predicts two p-phrases for (86). A right-edge break is
placed after mutu. To ensure that each member of the conjunction is a maximal p-

string, we begin by locating the head and its immediate projection. The only

~branching X's are headed by kisina. The latter is overt in the first member of the -

conjunction, but it is not in the second member. In any case, two breaks are assigned:
one after mutu, and the other after zaandi. Once more, the algorithm gives the
expected phrasing. We will see later that the phrasing of this conjoined structure
remains the same when the structure is dominated by a higher head.

- In summary, a verbless NP generally forms a single p-phrase. The length of
the phiase is theoretically unlimited, provided the i-command rclatipn holds between

the head and its complement. But a break inside a verbless NP is possible in the case
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of conjoined NPs. In any case, it is interesting to observe that phrasing in NPs that do
not contain a verb uses exciusively clauses 2) and 3). That is, where a verb is not

involved, the relational approach is favoured.

4.3.2.2 Phrasing in IP
In this section I examine how the algorithm accounts for the five phrasing
patterns described earlier in this chapter. In clearer terms, I will show how the

syntactic structures are mapped into phonological structures. In order to do this, I

_need to address the syntax of constructions that contain a verb first. I will assume the

theory of syntax commonly known as Government and Binding (GB).
For all constructions containing a tensed verb, I will assume the following

underlying clause structure, adapted from Kinyalolo (1991).

(86)
/ N,

Spec

I/\VP

NP*

I\
e

The starred NP (NP*), which is the external argument, is the subject of the sentence.
In KiYaka the subject generally does not remain in situ at S-structure. This is
probably because this position is Caseless. Accordingly, the subject raises to [Spec,
IP] so that it can receive Case from INFL through the Spec-head agreement rule. In
addition, KiYaka must have a requirement that prohibits definite arguments from
surfacing within IP. This explains why the subject NP, which is generally definite
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unless focused, is adjoined to IP. The result is that the IP will contain at most the verb
and its postverbal argument(s). -
Following Koopman (1984) and Kinyalolo {1987, 1991), I posit that the verb
- moves into INFL in constructions which do m')t involve wh-movement to satisfy
l agreement requirements. This way, the verb assigns nominative case to the subject
NP while the verb receives subject agreement through the rule of Spec-head
agreement. In cases involving WH- movement, the verb is assumed to move into C.
Even though this section aims primarily at relating the syntactic structures I
“propose to the phrasing necessary for phonological rules, the syﬁiactic structures
should also be related to their respective semantics as discussed earlier in the
descriptive sections. The discussion of these structures is cross-referenced Qith the
appropriate semantics by the mcntibn of the discourse context of each of the structures.
The discussion starts with the analysis of what was described as focused
patterns. To this effect, I suggest that syntactically focus means two. things.
Specifically, post-verbal focus or post-focus reflects the occurrence of an argument
within the immediate projection of the verb or I, whcreaé pre-verbal focus or pre-.
focus signals the presence of a copula before an argument preceding its own verb.
Neutral sentences correspond to those structures where only the verb occurs vnﬁun IP,
all the arguments having been adjoined to IP. Finally, when neither ‘thc arguments nor
the verb moves out of IP, the output is the highly marked construction that was

referred to as Multifocus or Context 5.
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4.3.2.2.1  Postverbal Focus
In the example below, the subject forms a separate p-phrase; the verb and its
object form another p-phrase. In the descriptive section, this phrasing was labeled

Context 2 or Postverbal Focus.

(87) [baana] [basulmbidi’ bakhdko]
2child they-buy-ip 2chicken
~ The children bought CHICKENS

As mentioned above, the subject in KiYaka is usually adjoined to IP. The object NP

—

remains in situ and thus within the projection headed by the verb. The sentence in (87)

has the following structure.

(88) P
@ p
VAN
baanak Spec I

proy 1/\

VP

RN

bak-suumbv—idi NP YP

%  Spec \'A
V \NP
| A
tv bakhoko
T [rennenenenanaiareasesssssssessensesasssesncnnannanss ]
[evrerrrananne [ U O PP [ [

According to clause 1) of the algorithm (76), we assign two left-edge brackets, one
before baana, and the other before [Spec, IP]. Inside the lower IP, the verb and its
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object phrase together since they are part of the maximal p-string headed by the verb
(clause 2). The result is two p-phrases, one made up of the subject, and the other
<ontaining the verb and its object. _ |

| 'The structure in (88) indicates that either clause 1) or 2) would give us the

~ correct phrasing. In other words, the phrasing of (88) could be obtained with the
same rule used for nouns (i.e., clause 2), which would render clause 1) unnecessary
since tﬁc subject and the rest of the sentence do not share the same immediate
projection. However, there are cases that clause 2) cannot handle and thus require

“clause 1) of the algorithm (76). Sentence (98) below is one such example.

Postverbal focus is not limited to one argument aftef the verb. In fact,
depending on the syntax and the appropriate discourse context, a verb can phrase with
more than one argument after it. For instance, the data in (89) contain two postverbal
objects.

(89) a. [taatd] [tGmini’ badna ki zaandu]

1father 1send-ip 2child 17io Smarket
Father sent some ch_ildren 1o the market
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NP

taatak

'l_/\
ty
VNP\L

tv baana ku z_aandu

Here again, the two IP nodes will be initially marked at their left edge in virtue of ’
clause 1) of the algorithm (76). As a corollary of this clause 1), taata forms a p-
phrase. Within the lower IP, fumini will phrase with both arguments baana and ku
zaandu since these fall within the I' headed by the verb. The two p-phrases are
correctly derived.
There are cases when a postverbal object does not phrase with its verb even

though it is within the projection of the latter. This is the case of the second member
“of a conjoined NP object.

(90) a. [baani ] [batélélé taata) [ye madma] .

2child  2cali-ip 1father and 1 mother
The children called father and mother
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/\3 b. .
NP/\IP
A-/ \1

baanak SPec
RN
proy 1 VP
AN
bak-telv-elc NP VP
VRN
tk  Spec v
. /N
-V
L
t,
& e e
ye
] i
N
| |
N N
taata maama
| FTVU PPURTOPO B PR TTRTReR | TP PUI PPN ]
[orieeinns JO [oeverrrenirnnnerninrrnnenans [ S O OPPA

As required by clause 1) of (76), we place the left-edge brackets before the two IP

nodes . At this stage, we have two p-phrases: one composed of the subject baana, and

" the other made up of the rest of the construction: the verb and its object. However, the

object is a set of conjoined NPs. Following the algorithm (76) and specifically clause

(3), a right-edge bracket is placed after taata, which Scparatcs the two members of the

_ conjoined NPs. Again, the result is what the algorithm predicts: three p-phrases.

The structure in (90)b is crucial for clause 3) of the algorithm. In fact the

phrasing of all the preceding examples of conjoined NPs could be derived by clause 2)
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or the rule of maximal p-string. However, clause 2) (i.e. the rule of maimal p-string)
would not give us the corfcct phrasing since both conjoined NPs are part of the
maximal p-string headed by the verb batelele, which means that the only bracket
assigned by clause 2) falls after maama. We therefore need clause 3) of the algorithm
because only it can guarantee the bracket inside the conjoined NPs.

Tﬁc preceding examples illustrate postfocus. or Context 2 because the
postverbal argument is within the immediate projection.of the verb. But sometimes, the
object does not remain in situ; instead it is adjoined to IP. The result is of course that |

~the object does not phrase with its verb since it is out of the I' headed by the verb,
Such constructions were described as Narrative or Context 1.
(91) a. [baand] [basuldmbidi] [bakhokd}
2child they-buy-ip  2chicken
The children bought the chickens

Here is the structure of this sentence.
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\_/

®1) b.

{\

NP IP N'
bamak /N O\
pec I N
Pk I/ \VP bakhokoj

After assigning the brackets before each IP (76.1), we obtain three p-phrases. EachIP

constitutes a separate p-phrase as a corollary of (76.1).

4.3.2.2.2 Non-Focused Old Information

We just saw above that the object NP can be right-dislocated so that it phrases
independently from its verb. A phenomenon closely related to dislocation is object
agmei:nent. When an object is right-dislocated (after the verb), there is nothing special
to mention. However, when an object is lcft-dislocatcc{ in front of the verb (i.e.,, tothe
left), the requirement is for the verb to register this movement of the object into a non-
basic position. This is done in the form of object agreement. I assume that a left-
dislocated object is adjoined to IP before the verb. Finally, the subject, which

generally has no occurrence restrictions, can also be right-dislocated and adjoined to IP
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after the verb. When all these possibilities of occurrence for the subject and object are
exploited, the result is six different orders for a sentence composed of three elements:
the subject, the verb, and the object. The structures given below (92)-(97) are all
variations of the same senitence that illustrate free word order in KiYaka as described in
Context 4 or Non-Focused Old Information.
(92) a. [baani] [ba-ba-sumbidi] [bakhokd]

2child they-them-buy-ip - 2chicken

The children bought the chickens
(lit. As for the children, they bought the chickens)

IP/\NP
EVANERNS
baanak /\ \

pcc

Pk / \ Bchoko
/ AN

_ bak-baj-suumbv-idi NP VP

N

LN

A% NP

I I

v N'

|

t
[eeeeriimerieede [t tenrcreci e cnetticrse e anenanann [ceveenns
[ceeenienenninnnns 10 [ 1o [...... 16
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(93) a. [baana] [bakhokd] [ba-ba-stumbidi]
2child 2chicken they-them-buy-ip
The children bought the chickens

b. IP
RN
NP IP
baanay
@
bakhokoj ~ "\
o SN
ba-ba-suumb,-idi NP VP
N\
N
\'% NP
| I
tv N'
tlj
PP [ ererte et rrirerre e e
[evieiiiiiiienienns Jo [evninninin 10 Lo,
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(94) a. [bakhokd] [baana] [ba-ba-sGumbidi]
2chicken 2child they-them-buy-ip
The children bought the chickens

IP
/N
NP Hy
bakhoko; /" "\
NP IP
baanak / \
Spec I
pro
I/ \VP
ba-ba-suumby-1di; NP YP
N\
tk Spec
VN
A% NP
! |
ty Ilq'
Y
[eereiiireennenes [reeernnerineneas [t iee e vt e e re e
P 11 Y (T JO Lo, 1o
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(95) a. [bakhoko] [ba-ba-slumbidi] [baana ]
2chicken they-them-buy-ip 2child
The children bought the chickens
(lit. As for the chickens, the children bought them)

/ IP\
1 NP
2 NN
NP ip N
bakhokoj ~ N\_ '\
Spec I N

: /N, )
N\

ba»ba—suumbv-idi NP YP

N

%k Spec /V
v \NP
| I
ty N’
I
'
[ P [eeennnn
JO e 1¢
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. (56)

a. [ba-ba-siumbidi} [baand] [bakhokd]
they-them-buy-ip 2child  2chicken
© The children bought the chickens

b P

2 N N
/\ Ny \
Pmk/\ \ \

bakhokoj

/\\

ba-ba-suumb -idi NP

tk  Spec V'
o
VoY
Loerrenreeereneeenenas bbb erens [eveverenenns o
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©7) a. [ba-ba-siiumbidi } [bakhokd] [baand ]
they-them-buy-ip  2chicken 2child
The children bought the chickens

N
IP NP
N\,
/\ NN,
N N\

- baanak

/\

ba-ba-suumby~idi NP VP bakhoko;

- /V \m

| |

R Y
Lot e e eeeeeeeeeeeeeeneeeeeeseneeeeeaneenenes [oviieeee[oeeeeens
et eeeereeeeee e e e seeeeesnaeeeeneonenens 10 [oeed L]t

The structure in the preceding six constructions is éharactcﬁsed by the lone presence of
the verb within the lower IP. The two arguments are adjoined to IP. A left-edge break
is called for before each IP because of (76.1). Given the corollary that an argument
adjoined to IP constitutes a separate p-phrase, phrasing_ each of the structures (92)-(97)
yields three separate p-phrases. This phrasing remains unchanged irrespective of the
word order.
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So far we have derived the correct phrasing patterns of three of the five

patterns covered in the description above. These are the Narrative or Context 1, the

Postverbal Focus or Context 2, and the Nonfocused Old Information or context 4. It |

remains to account for two patterns: the Preverbal Focus or Context 3, and the
Multifocus or Context 5. Although both Contexts 3 and 5 involve pre-focusing, they
will be cxamiﬁed separately because Multifocus represents a special case.

_4.3.2.2.3 Preverbal Focus
- This section covers all cases where a preposed argument is preceded by a
copula. Specifically, pre-focusing includes cleft constructions, WH-questions and
their corresponding answers, as well as citation forms. Because of the similarities

between the relative clause and the cleft construction, a parallel discussion of both

these constructions is offered below where the similarities and the differences are .

pointed out as they pertain to the differences in phrasing.

From the analytical point of view, i)re—fo-cusin g simply means that an.argument
is preceded by a copula and followed by its own verb. In a cleft construction, the pre-
focused argument is the head noun of a relative clause. In more specific terms, the

| difference between a relative clause and the corresponding cleft is the absence vs the
presence of the copula in these constructions. This difference is reflected in the
phrasing. Namely, the addition of a higher head (the copula) induces a change of

relation between the constituents, which in turn causes a difference in phrasing,
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©8) a. [Baana bani basidmbidi’] [makatika] [ baiadidi]
. 2child  that they-buy-ip 6liver  2disappear-ip
The chiidren that bought the livers disappeared

N\
e /\
/ % \p

/\ ba]achd.l

b bana C/ \P
basuumbidi / \
Spec

(25

As far as phrasing goes, the head noun and the embedded verb make up a p-phrase.
The object (rakatika) forms a separate p-phrase and so does the main verb. This is
justified as follows. |

Clause 1) of the algorithm (76) calls for three left edge brackets: one to the left
of each IP. The lowest or embedded IP contains only one word (makatika). The same
is true for the IP which contains only the main verb (baladidi ). Finally, the head noun
baana phrases with its verb because they belong to the same maximal p-string broken
by the embedded IP. The resulting phrasing is what we expected: three different p-
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phrases. These are respectively the head noun and the embedded verb, the embedded
subject, and the main verb. - 7

The structure in (98) provides the crucial evidence that clause 1) of the
algorithm is necessary at all. In the examples covered so far, the separate phrasing of
the subject and the rest of the sentence could be accounted for by clause 2) of the
algorithm since they do not share a same maximal p-string. In (98) however, we see
for example that both the subject baana and the object makatika are part of the same
maximal p-string headed by baana. We need Clause 1) since it is the only rule that

” guarantees a break inside a maximal p-string. '

A major effect of clefting the relative clause in (93) is the reduction of the
number of its p-phrases from 3 to 2. This is the reflection of a difference in the syntax
of (98) and (99), because structurally, clefting means subjecting the relative clause to a. .
higher head. This head is a copula verb composed orily of a floating H tone. Let us |
examine (99). |
(99) a. [Badnd  band basulimbidi] [makatiké balididi)

cop-2child  that they-buy-ip 6liver 2disappear-ip
Its the children that bought the livers that disappeared
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Spec C
e Nom N
Spec C 1P
bana / \ baladidi A
C IP 1]
basuumbidi / \
Spec I
N\
I VP
N
v NP
makatika
[t e e reene e e b eaes ) I R ]
DTN 1o [eerieneirnennrnnnenne 1¢

As usual, clause 1) of the algorithm marks the left edge of each IP. In the present

case, a bracket is inserted after the embedded verb basuumbidi and another before the
? highest IP. The rightmost IP is empty and no bracket is needed here. Next, we scan

inside each IP beginning with-the leftmost and lowest X'. We have a head I that i-
commands the object NP makatika. Since this head is itself i—com;:nanded by a higher .

. head (copula), the right edge mark falls after the verb baladidi. So there are two p-

phrases: the focused head noun and the embedded verb on one hand, and the
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embedded object and the main verb on the other, as can be seen by the plateaumg

between makatika and baladzdz

Obviously, if the embedded argument is a set of conjoined NPs, only the

second member of the conjoined NPs will phrase with the main verb.

(100) a.

[bakhokobdna ba-sudmbidi] [taatd) [ye madma] [ba-ladidi]
2chicken 2that 2buy-ip = 1father and 1mother 2disappear-ip
The chickens that father and mother bought disappeared

[bakhéko bana basilmbidi] [taatd][yemadma  bdladidi]
cop-2chicken 2that 2buy-ip father and 1mother 2disappear-ip
It's the chickens that father and mother bought that disappeared

(101) below is the structure of (100)b.
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(101) IP

%
N /N,

Cp Spec
bakhokoJ S / \C' pro / \
pec
bama N\ balad1d1 A
cC. Ip g

ba-suumbidi / \
NP

N'l/yle\NP 4&\1
| /N

N' N I VP
| ' N\
taata maama Spec VP
V/\'P
|
. - t;
[coinnen [oreenns Jorriniieiininn, | DSOS '.].]
[..7...]¢ [....]¢ [....... 1¢ (S 1¢

The structure in (101} is important bccausc its correct phrasing requlres all the clauses
of the algorithm. First, the break before thc conjoined subject NPs is possible only
through clause 1) or the IP rule; clause 2) makes it possible for the second member of

the conjoined NPs (ye maama ) to phrase with the main verb (baladidi ) because they |
share a maximal p-string (headed by 'cop?); finally, the break inside the conjoined NPs
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requires clause 3) since they belong to a larger maximal p-string. Note in addition that
the lowest IP should note receive a left edge bracket since it is lexically empty. Failure
to comply with this proviso of clause 1) will lead to incorrect phrasing by separating
the second member of the embedded subject (ye maama ) and the main verb (baladids).
In view of (98)-(101), it can be said for KiYaka that cleft constructions provide
the ultimate sypport for the claim that prosodic domains are not isomorphic to syntactic
constituents. This can be seen in (99) when the embedded object phrases with the
* main verb (makatika and baladidi do not share a common syntactic constituent). The
~phrasing of makatika and baladidi also constitutes the ultimate test in favour of the
relational but against a purely end-based theory of piphrasc formation for KiYaka.
Specifically, since the addition of a higher head does not alter the number of Xmax
scanned bottom-up in (99), the end-based approach predicts the same number of p-
phrases in both a relative clause and its clefted counterpart. However, the data in (98)
and (99) as well as (100) clearly indicate that this is not the case. Under the relational
approach, the addition of a higher head has the potential to modify the relation between
éonstitucnté. This explains the fact that in KiYaka the relative clause alw.iys counts
one fewer p-phrase than its clefted counterpart.
Finally, we need to justify the restriction in clause 2) of the algorithm (76).
This clause requires that respective IPs be lexicﬂy non-empty for the left edge bracket
to be assigned. In support of this condition, let us examine a relative clause whose
embedded argument is not overt, and its clefted version.
(102) a. [Baana band ba-stimbidi] [ba-ladidi]

2child that they-buy-ip 2disappear-ip
The children that bought (something) disappeared
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b. [Baana band b&stumbidi’ baladidi]
cop-2child that they-buy-ip 6liver 2disappear-ip
it's the children that bought (something) that disappeared

(103) following is thus the structure of (102)b.

(103) IP

bana N\ Dbaladidi A
C P 1]
basuumbidi / \
Spec I
VRN
1 VP
-
A
7]
[ e e iiist e tessseneeastaeeasanerenorenstssatssrrsnranabaresteessotisttatisnississnns
[ e et itesitasanersssennsanasaesonssassasssssiesanstunsonstnsntastuosessasaaestastoanes 19

To begin with, let us note that there are three IP nodes in this structure. An
unrestricted clause 1) gives us three left edge brackets and thus more than one p-

phrase, which does not match the real phrasing. But with the restriction in (76.1), the
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only left-edge bracket allowed goes before the highest IP. Both lower IPs nodes are
empty and should not be marked. Within the only IP marked for a break, the lowest
and leftmost branching X' is headed by basuumbidi. This head is itself i-commanded
by a rhighcr head (the copula H), whose immediate projection I' ends with the
rightmost IP (after baladidi ). This i-command relation between the heads ensures an
unbroken maximal p-string. The result is one single p-phrase. This result is possible
only because we did not mark the left edge before the empty IP which follows
basuumbidi. T such a Brackct were placed by clause 1), it would wrongly separate the
“main verb baladidi from the relative clause. This problem can be avoided by simply
specifying that IPs which are lexically empty do not allow_ the left edge bracket.

The next pre-focused set of constructions we will examine are the WH-

questions and their respective answers. I assume these constructions have similar

structures in that they contain an argument preceded by a copula H tone. This

argument is the WH word in the question and the arghment that is the appropriate

answer 1o the qucstion_.
(104) a. [Khi" b4-sulmbidi] [baand?)

cop-what they-buy-ip 2child

What did the the children buy?

b. [Khékd bé4-stimbidi] [baand]
cop-chicken they-buy-ip 2child
The children bought a chicken _
~ Note that in these examples the phrasing is the same: the pre-focused word makes a p-

phrase with the verb; the postposed subject phrases separately. It seems that a simple
substitution of the preposed word is all that is needed to change from a question to the

answer. This signals that we have the same structure here.
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(105) a. [Khi" ba-siimbidi] [baana?)
cop-what they-buy-ip 2child
- What did the the children buy?

S C
o N\
C I
basuumbidi / \
NP 1P
baana / \
Spec I
N
| vP
7N\
oo
t
[orvrrriiniiarirnnens ] [eeereeeeriierinncnineresaseansensanensnnsns ]
[eevereiiiiinieiinens ]¢ TP PUTPRPUPPRN
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(106) a. [Khokd ba-siimbidi] [baana]
cop-chicken they-buy-ip 2child
The children bought a chicken

op .
& N\p
ba bidi
suumopi NP \IP

baana / \

The algorithm ‘(76.1) places two lcft-edgé brackets: one before the highest IP and
another before the lowest IP (left of baana) because they are not empty. These two
brackets determine the phrasing since there is no internal structure to be considered.
The result is of course that the focused NP and thc-verb form a p-phrase, and the
embedded subject forms a separate p-phrase in both (105) and (106).
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That the constructions above have similar phrasing patterns should not be
surprising. After all, the theory of Prosodic Hierarchy claims that the syntax is
mapped into phonological domains. If the same syntactic structures are subjected to

the same rule that determines this mapping, there should be no indeterminacy and we

would thus expect similar structures to phrase in the same way.

4.3.2.2.4 Citation Forms

Citation forms are not among the phrasing patterns described above because

~they do not involve a main verb. Nevertheless, I decided to treat them as if they were

like all the other pre-focused constructions discused above. This is maiﬁly because
they can be considered as short answers to information or WH-questions. |
Citation forms in KiYaka have some special characteristic that makes thcm
different from all the other forms that can be said individually or in isolation. Thcy a.ll
give the impression to be a complete statement Or an utterance. If one were asked to
provide the citation form for ‘chicken’, it can be only the_ form in (107)a. All the

others are not appropriate.

(107) a. khoko

cop-1chicken
its a chicken
b. *khokod
. C *khoko
d *khékd

What is special to this word as presented here is that it could alsg be the appropriate
short answer to the question “"What is this?" or "What did you buy?". In other words,
citation forms are pre-focused constructions in the same manner as the answers to

WH-questions. They are therefore constructions where an argument is preceded by a
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copula but the main verb is either understood or missing. The subject of the clause is

usually empty. I propose the following structure for citation forms.

(108)

NP/IP\IP

NP Spec r

| 7\

fel I VP

. cop/ NP/ \V'
H
V/ \NP

A
khoko

This structure makes the point that in KiYaka one does not say just 'chicken'. Instead,
one says 'it is a chicken'. As for phrasing, the algorithm (76.1) predicts exactly what
"we get. The adjoined IP is empty, so no left bracket before this IP is necessary. The
lower IP on the other hand, is not empty. A mark is inserted to its left. Inside IP, the
immediate projection of I' ends with the object NP khoko. A right edge bracket is
placed here. The result is one single p-phrase. - ' ' |

In these constructions, the subject does not have to be empty. For instance,
the same noun as the pre-focused one could occur as the subject. This gives us the
type of existential clauses that read "X is X", In the present case, we would havé "A

chicken is a chicken". Here is the KiYaka equivalent and its phrasing,
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(109) a. [khokd ] [ khdko]
1chicken cop-1chicken
A chicken is a chicken

NP/ IP\IP
khoko / \ '
Spec I

1 VP
cop / \
I NP A\'A
v NP
A
khoko
....................... Loveereeroeeseseeeneerseeesssssassssersesesssemeesss]
Loversveeaseesssssensssessssnsesesasssssssssasasesns o

The only difference between (108) and (109) is the presence of the subject in (109)
and the lack of the latter in (108). The subject adjoined to IP phrases separately in
virtue of a corollary to the algori;hm (76.1). The lower IP constitutes a 'separate p-
phrase since there is no internal structure to alter thc_phrasing of (108).

The forms presented in (110) are those of thé nouns listed in the table (4) in

Chapter 2. The respective tone patterns of ‘chicken' are repeated here for

convenience.
(110) Ti1 T2 T3 T4
Gi.1  khbko ~ khokd khoko... ...khékd

It appears that although two patterns can occur as a single word p-phrase (T1 and T2),

the citation form must be of the tone pattern T1 because the citation form must have the
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structure given above in (108). As for T2, it can characterise an IP adjoined
argument. This is the case for khokd in (109), as well as baanad and bakhoké in (97).
But T2 can also be the tone pattern of an embedded object in a relative clause (98).
A typical context for a T2 form in isolation is the following. Suppose that a
friend expected you to buy a few things among which chicken. However, you did
not get everything you wanted. But you bought chicken, He does not remember that
you bought chicken and comments: "So you bought nothing". You reply to point out
that you did buy the c.:hickcn as in "What about the chicken?" This reply in KiYaka
“comes out as a T2 form preceded by the morpheme a, whose nature is still to be
determined. The relevant construction in KiYaka is "A khoké 7" It is crucial to note
that this morpheme a is toneless and different from the vocative g, which has a

floating H donated to a following morpheme (see Chapter 2: ).
4.3.2.2.5 Muttifocus

In the descriptive section multifocus was considered as a special construction
for the following reasons. First of all, it is very rarely used, as can be judged by the
contextual requirements. Second, the subject, which is the orﬂy prefocused argument,
must be indefinite and non-contrastive. If the focus;:d subject is definite, the reading is
" always contrastive. Third, the word order is necessarily SVO. And finally, all
| elements involved in multifocus constitute a single p-phrase. These characteristics are
obviously present in (111).

(111) [badnda  bastimbidi bdkhéko]

cop-2child they-buy-ip 2chicken
Some chikdren bought chickens

To accomodate the facts relevant to multifocus, I propose the following structure.
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(111) b. IP

spé N

Spec VYV
o RN
\Y

NP
N
1
/N
Spec I
baana / \
)| VP
basuumbidi / \
NP

This structure is obviously different from what was -given for other constructions

involving what was termed prefocus. In fact, this is the only structure where all the

“basic constituents (subject, verb, and object) can surface within the IP. Its highly

" marked syntax reflects the restricted discourse context in which it is used.

As far as phonology is concerned, the H tone cliticises rightward (even across

an IP boundary) in virtue of exhaustive parsing. This tone will surface on the noun _

_' baana. The higher IP is lexically empty and no left-edge break is necessary here. The

lower IP receives a left bracket before baana in virtue of clause 1) of (76). Although

the subject baana is not i-commanded by the head (the verb), it nevertheless shares the
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same p-phrase with the verb. This is possible because the algorithm does not assign a
left edge bracket between the head (I) and its Spec, while it allows one before the
subject. In any case, the phrasing here is consistent with what has been assumed so
far for the constituent that occurs in [Spec, IP]: it phrases with everything else within
the IP. With the left edge bracket before baana and the right edge bracket after
bakhoko, the result is one single p-phrase. |

43.2.2.6  Sentential Objects

-

Phrasiﬁg in constructions involving sentential objects takes place as éredicted
by the algorithm as in the other constructions cxamined so far. In the following
example, wé notice that the main verb is a separate p-phrase from both its arguments.
The embedded subject is also an independent p-phrase; the embedded verb phrases
with its object since this one remains in situ. Finally, let us note that the

complimentizer ni makes another p-phrase..

(112) a. [taatd] [kazélele] [ni] [baand] [basuumba bakhoko)
1iather he-want-ip that 2child 2buy-subj. 2chicken
Father wants that the children buy chickens
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P
/TN
v ..
NP/\Ip /\
taata /} /\

Spec
A NV AN
kazolel baana
- Spec \V /\
I
I basuumba /\
t o Spec V'
¢ N
bakhoko
[ievennn | O [eeenenn [eeeerieniiiiinieci et enaaes ]
[cceredd [, 19 [...... 1o [...... 1O [ 1¢

It will have been observed that every postverbal argument that phrases with its
verb is part of the IP containing the verb. In the same way, the structures where the
verb and a postverbal argument phrase separately, the argument is usually out of the IP
containing the verb. Itis therefore assumed that the CP object is adjoined to IP in the
preceding example. The phrasing of this construction follows froz_h the general lines
of the algorithm. Specifically, five left-edge brackets are called for by clause (1) of the
algorithm (76). As a consequence, each of the following words constituents a separate
p-phrase: taata, kazolele, ni, baana. And finally, the embedded verb basuwnba makes -
a maximal string with its object bakhoko; they thus phrase together. The phrasing of
the complimentizer ni is quite general for other complementizers as can be witnessed

by the failure of the COMP to induce Plateauing to either its left or its right (113).
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(113) a. [taatd] [kahyuiididi] [kadmba) [baand ] [baladidi]
1father he-ask-ip if 2child 2disappear-ip
Father asked if the children disappeared
b. [taata) [kahyutdidi] [hé] [béané][baiédidrj

1father  he-ask-ip f 2child 2disappear-ip
Father asked if the children disappeared

It is informative to note that each of the complementizers discussed above (nf,
kadmba, and'hé) has a H tonc.. This H tone is prelinked. In addition, kaamba
receives two low tones by default. ‘ |

: I closing the foregoing discussion of phrasing in IPs, it emerges that clause 1)
of the algorithm (76), which assigns phonological break before every IP, is crucial. In
addition, the strucfures positcd above and more specifically adjunction to IP explain

one of the most important characteristics of KiYaka: free word order.

4.4  Summary
In this chapter I have proposed a set of two postlexical prosodic domains, each

of which is part of the Prosodic I-Iicrarchy; as phonolégical contexts for the tone rules
presented in chapters 2 and 3. It was argued in section -4.2 that these phmsq] rules do
not all operate within the phonological phrase. I have shown that there is in fact a
smaller domain than the phonological phrase: the clitic group. It is the domain. of all
the tone rules referred to as tone donation {H-Attraction and H-Shift) as well as the
clitic-level default tone association rule: C-Final H association.

The clitic group was also shown to piay arole in a rule that inserts a ﬂoatiﬂg H
tone between two clitic groups that share the same p-phrase. This rule is instrumental
in the tonology of KiYaka because it ensures that a non-phrase-initial stem gets tone
even after a non-donor stem. The predictability of this tone on a non-phrase-initial

stem lends this otherwise tone language its accentual nature.
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Section 4.3 is an investigation of the principles responsible for phrasing. The
descriptive part revealed several interesting facts. From the point of view Qf the
syntax, it emerged that the language has free word order. Concerning phrasing, it was
observed that constructions headed by nouns phrase differently from those headed by
verbs. Finally, it was also observed that the embedded arguments of a clefted
construction phrase with the main verb.

In my énalysis of these facts, I havf.z suggested an algorithm that reflects
aspects of both the relational and the end-based approaches to phonology-syntax
mapping. Such a compromise was shown to be necessary beéa‘usc neither the
relational nor the end-based approach alone could account for the d;:scﬁbed facts
completely. NPs that do not contain a verb favour the relational approach, whereas
constructions containing a verb exploit the end-based approach. The necessary
coexistence of aspects of both these theories of phonological mapping confirms each
of them independently as well as establishing the fact that they need not be exclusive of
each other. ' | '

The analysis also provide§ one of the strongest arguments against the direct
approach to phonology-syntax mapping. Data relevant to phrasing in cleft
constructions have indicated that the embedded arguments phrase consistently with the
main verb, even though they do not share a same syntactic constituent. Such phrasiﬁg
should not be expected if the syntax determined phonological phrasing. That such
phrasing is possible atall simply means that it is not determined directly by the syntax.

Finally, free word order is the result of the structures and the syntactic rules
discussed in this chapter. The key factor to free word order is the fact that non-
focused arguments are usﬁal]y adjoined to the IP - eitﬁcr to the right or to the left - and
that each of the adjoined IPs constitutes a phonological phrase.
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APPENDICES

Appendix A: Synoptic table of the four tone patterns and all possible syllable

structures.
1. Marked Final: 'tt's N’
a. G1.1 Gi1.2 G2.1
cv “tho _ ma-td
source of river person |
cvev yéko _ ma-zoba
separation idiots
cvvev nadongo ndodngo -
needie palmwine
- CVCvCV ki-séngele _ ba-yakala
- ax males A
CVVCVCV ki-bdanzala .
playground . R
CVCVCVCV  mi-fwalungusu _ ki-lefékdlo
strawlike plant chin
b. G2.2 G3.1 G3.2
cv mu-ta _ _
person .
Cvcv ma-zoba _ ma-héké
idiots tsetses
cvvev ba-ngoémbé Ki-viitivu ba-khéété
COwWs hope women
cvCcvev ba-yakala ma-katika —
males livers
CVVCvCv ki-leémbagio ba-padndiila _
rest site name of bird
CVCVCVCV  ki-iefokolo mi-bindukdlu -
chin latches :
2. Marked Nonfinal: 'lt's not N’
‘a. Gt.1 G1.2 G2.1
Ccv k& thd ké _ ka mu-ti ko
cvcv ka yeko ké _ kama-zoba ko
CcvVvecv ka ndoong6 ké ka ndodngd ké -
cvecvev ka ki-séngélé ké _ ' kaba-yakélako
CwCvCv kaki-bdanzalaké _ -
CVCVCVCV  ka mi-fwalingisa ké ka ki-16f6kéI6 ko
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b. G2.2 G3.1 G3.2

cVv _
CVCV - ka ma-héko ko
Cvvcv ngodmbé ko ka ki-viuvu ké ka ba-khééts ko
CVCVCV - - : kama-katikéké '
CVVCvCy ka kileémbdié ko ka bapuuindiila ké

CVCVCVCV - ka mibindukula ké

3. Unmarked Final: 'As for N'

a. G1.1 G1.2 Ga.1

cv. thé _ mu-tu

CvCv ma-yeko . ma-zoba

cvvcy ndoongd ndoongd --

_cvcvey ki-sengelé - ba-yakala
CvvCcvecv ki-baanzala -- -
CVCVCVCV  mi-iwalungusl - -

b. G2.2 - {33.1 G3.2

cv -- - --

cvcv - - ma-hekd
CcvvCv ba-ngoombe ki-vutivu ba-kheetd
cvcvey - ma-katika _ :
CVVvCVvCVv ki-leembolo ba-puundila _
CVCVCVCV  ki-lefokolo mi-bindukdlu _

4, Unmarked Nonfinal: “The N as well'

a. G1.1 G1.2 G2.1

cv tho pé - mu-tu pé
cvCcv ma-yeko pé - -

- CVVCV ndoongo pé ndoongo pé --

~ CVCvcv ki-sengele pé _ ba-yakalapé
CVVCVCV ki-baanzala pé --
CVCVCVCV  mi-fwalungusu pé ki-lefokolo pé
b. G2.2 , G3.1 ‘ G3.2
Ccv - - -

. CVCV - - ma-heké pe
Ccvvey ba-ngoombepé ki-vutivd pé ba-kheeté pe
CVCvVCV - ma-katika pé -

CVVCVCV  ki-leembolo pé ba-puundiild pé -
cvCvcvevy - mi-bindukuit pé -
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Appendix B: Illustration of C-Final H éssociation

Target forms:
a. bangulu pé bdladidi...
2pigs  too 2disappear-ip

The pigs, which aiso disappeared, ...

b. bangulu pé baladidi

2pigs  1oo 2disappear-ip
The pigs too disappeared
Derivation

[[[bangulu] pe] [pafiadidi] ] ]

[it 1 HIC [H[  H]IClY

- & * *

[[[banguiu] pe] [bafladidi] ] ]

[l ] HIC [H[

[[[banguiu] pe] [bafladid] | ]

(tr ] HIC [H[  H]ICl9

* & * *

[[ bangulu .pe] [balzildidl] ]

[l HIC[ H HICi¢

* » L] *

[bangulu pe baladidi]
I I

[ H H ¢

* & * *

~ [banguks pe  baladidi]
! I

[ H H

H]IClo

f{ [banguiu] pe] ]

[Tl 1 HICO

LR 3

[ [ [bangulu] pe] ]

[Lf 1 HIClp

t{ [banguiu] pe] ]

[ [bajtadidi]] ]
[[H  H]IClo

* *

[ [bafladidi] ] ]
[[H

+* *

{ bafladidi]] ]

H] ICl0

(ir - IHC [[H H]CK

[[bangulu pe] } [[baleidﬂ ]

I HICKp ([ H HICIo

- & - -

[banguiu pe]  [baladidi]
I !

{ Hp [ H ¥
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[bangulu pe baladidi] [bangulu pe ] [balad|id:]
I |1 N | 1
[L LL H HLL]$ [L LL H¥[ LHLLIY " Default L
banguiu pé  béaladidi banguku pé  baladidi H-Raising
" bangulu pé  béladidi banguli pé  baladidi Output

_AppendixC: A narrative and its phonological phrasing.

[Kisihd kya Wiiwa lwa mut][ye kya nzdldzaandi]
origin of deathof man and of hungers his
The origin of man's death and that of his hungers

[Maamb3 ] [ye nzdld,] [paaboblé] [bakala } [banduku}[muna hatd dimdsi). [Maamba | [wakila
water  and hunger both were friends in village one  water was
Water and Hunger were both friends in a village. Water had two children; but -

[yebadnid boSIé); [kaanzi] [Nzala) [khatd badna). [Yipald ] [kiing™ kakalaky4 ] [mu dyaambu
with children two but hunger not children Jealousy alot . was-with-it in-reason
Hunger did not have any children. He was very jealous of Water's chiidren.

dya badna ba Madmbay. [Kilumbu kimosi], [Nzala] [bakidi] [ngiindu za kuhodnd4 } paana
of childrenof water day one hunger had idea of kil children
One day, Hunger decided to kill Water's children.

ba Madmba]. [Mbalatheté,] [Nzala] [dikidi” ] [mwaana tsGmi'wa Ma3mba]. | Mwaana ] [fuddi].
of water time first hunger poisoned child eldest of water "~ chikd died
The first time, Hunger poisoned Water's elder chilkd. The child died.

[Banziikidi). [Maamba ] [hyuldidi] [kwa Nz&la]: ["Khi'kikoma héondéiéié] [ mwaana méné?)"
they-buried-him . water asked to hunger what reason you-kiled chik me - -
They buried him. Water asked Hunger:® Why did you kill my chikd?"

[vandi’ ) [nzi}: ['Ka méné ké inhéondele]. [Kimbééid kinhdondele].”
he that not me I-kilied-him disease it-killed-him
He said, "it's not me who killed him. A disease killed him.”

[Mbata zodlé], [Maamba ] [weéle] [ku masolé]. [Kuhata kasdala), [Nzata] [n'dilkidi]

time two water went tofields &t village he-remained hunger poisoned-him
The second time, Water went to the fiekds. At the village, in the meantime, Hunger
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fmwaana ] [nkwaaw(]. [Mu phiipha) [mwaand] [fu(idi]. [Maamba] [hyuldidi dyaaka] [kwa
child other at night child died water asked again to
poisoned the other child. At night the child died. Then Water asked again to

Nzala khikikima kah6ondélélé] [ mwaand]. [Yaandi] [kabwésé] [mvutd) [nzi]:
hunger what reason he-kilied child he retumed answer that
Hunger why he killed the child. He answered,

"[Kimbeéfd kinhGondele).” [Maan'ba ] tkhabli] [ zinkwéete]. [Wélg] [hytidia ] [luhaangu][ kwa
disease it-killed-him water  anger it-caught-him he-went ask knowledge to God
" A disease killed him." Water was angry. He went to seek knowledge

Nzaambi’ Mpiungu). [Maamba ] [hyutididi] [kwa Nzadmbi]:TKhi" kiima kihédndele]
God Creator water asked to God what thing it-killed
from God. Water asked God,"What killed my children?"

[baana baméné?]" [Nzaambi] [nzf: "[Nzala wabahoonda] [baana] [mu dyaambu dya
children of me God that hunger he-killed-them children forreason of God
~answered:” It's Hunger who killed the children because he was jealous.

kiphala]l." [Maamba ] [khabi ] [zim'vididi].  [Z6lele] [ kahoonda Nzald). [Kadnzi] [ Nzala]
jealousy water anger it-increased-him he-wanted he-kill hunger but hunger
Water became even angrier. He wanted to kill Hunger. But Hunger fled. Water followed

[ tiinini]. {Maamba pé] [nleende]. [Muna nzila], [Nzala] [welé waana] [ mutu mosi]. [Bu
fled water too he-followed-him onroad  hunger wentfind man one when
. him. On the road, Hunger found a man. When Hunger got where the man was,

katlula] [Nzala] [hana kakala] [mutu], [mutu ] {teélé mwadyi].
he-arrived hunger where he-was man  man hit yawn
the man yawned. :

['Nzala][kétéle] [muna n'nwa wa muatd]. [Tﬁlukidﬂ [ye muna Kikata  wa mutd).
hunger entered in mouth of man descended tifl in  stomach of man
Hunger jumped in the man's mouth. He descended in the man's stomach.

[Maamba ] [bu kaména] [ mutu] [n‘hydudidi] [kanséngila]  [Nzala]. [Mutu] [bUsidi)
- waler as he-saw man asked-him he-show-him hunger man he-refused he-give-not
When Water saw the man, he asked him about Hunger. The man refused to answer.

[kahadnd ké mvitu]. [Maamba ] [bu kaména] [butina ] [n'néete] | mutu] [ kwa Nzadmbi]
[ give answer water ashe-saw that he-took-himman to God
Then Water decided to take the man to God to learn the truth.

kanzaayls3] [makyelekd]. [Nzaambi'] [hdyele] [thetd] [ kwa Nzala]: TNg ] [mu dyadmbd
truth God he-spoke first to hunger you in reason you-failed-say truth must
God talked to Hunger first. Since you did not tell the truth, you wili be man's slave.

khéond4a td] [makyeleka], [fweeti kdla m'phika mitd). [Kwoso kina kakwéénda), be slave

of man every where he-goes you-go-with him
Wherever the man goes, you will follow him.
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[ukwéénda yaandi)."[Buna] [ Nzaambi] [zaéyisf] [ kwa matd): * {NgE] [buna swéékélé Nzal3],
Then God he-toid to man you as  you-hid hunger you-must die every time
Then God said to the man,” Since you hid Hunger, you must die every time that you go to

[utweeti” fwa] [ko6nzé thadngl ukwééndd ] [ku hata dya Maambal.
you-go  tovillage of water
Water's viliage.

[Mu dyadmbl diihd timén&dnga ] [Nzala mutu] [ istikadko] [ kani bwé diidi’ law
in reason that we-see hunger of man it-ends-not even how you-eat alot of
That's why we see man's Hunger is never satisfied no matter how much food you eat.

dya madya] [Mu dyaambu diina timdnaanga phe], [h6 ][ mutu] [buudlmu maamba],
food cop-in reason  that we-see too if man he-falls in water

That is also why we see that if a man cannot swim,
[fweéne] [kafwa), [hd] [kazéyéké kusaya]

he-can die if he-knows-not swim
-~ he will die if he falis mto water.

Adapted from M. Plancquaert. 1982. Soixante mﬂhes sacrés Yaka, Musée Royal de
l'Afrique Centrale, Tervuren.
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